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IMPACT OF HIGH-LEVEL KNOWLEDGE ON ECONOMIC WELFARE
THROUGH INTERACTIVE DATA MINING

Vedrana Vidulin and Matjaz Gams
Jozef Stefan Institute, Department of Intelligent Systems, Ljubljana, Slovenia

O This paper describes a novel algorithm for finding the most important relations with the use of
data mining. As an example application, the impact of high-level knowledge on economic welfare
was analyzed. Our approach, based on interactive data mining, not only helps to discover the most
relevant models, but also enables an evaluation of their relevance. The approach is specialized for
the analysis of macroeconomic data that often contains incomplete and noisy attributes and,
initially, complex relations, where several relations are statistically seemingly important, but only
a few are indeed the most relevant. Although data mining algorithms are designed to detect the
relevant attributes, irrelevant attributes often appear in the models due to chance-choice, reducing
their quality and understandability, and consequently even leading to incorrect conclusions. We
present our method and show its application at finding the most relevant relations between
high-level knowledge and the state of development of a country.

The primary task of data mining (DM) and machine learning (ML) is the
automatic extraction of knowledge from data. Although some of the DM
and ML methods output models in a human-understandable form (e.g.,
decision trees), these methods still lack an explanation as to why a specific
model is the most relevant one. In other words, they lack an additional
explanation that would convince us that we drew proper conclusions from
the analysis. The field of interactive DM connects the fields of DM and
human-computer interaction (HCI) to achieve the practical goal of devel-
oping methods to explain a computer’s reasoning to a human and enabling
the human to provide the feedback (Zhao and Yao 2008). The role of a
computer is to perform complex computations and to explain the obtained
results, while the human leads the DM process towards the correct and
understandable domain models.
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The initiative to connect the fields of ML and HCI was presented in a
special issue of the journal Applied Artificial Intelligence “Machine Learn-
ing Meets Human-Computer Interaction” (1997). At that time, only
one-third of the HCI researchers used ML methods (Moustakis and
Herrmann 1997). In contrast, in the past few years DM and ML methods
have been increasingly used in the HCI community for various applica-
tions, for example, for object recognition (Fails and Olsen 2003), e-mail
categorization (Stumpf et al. 2009), affect detection (D’Mello and Graesser
2009) and sensory recommendation (Costello and McGinty 2009). Our
paper is also concerned with the integration of ML and HCI, presenting
an approach that is partially related to Stumpf et al. (2009). Similarly, the
goal is to improve the relevance of a model constructed with DM methods
through HCI, however, we use a different concrete method.

In this paper we focus on exploring the impact of high-level knowledge
on the economic welfare of a country. Researchers in artificial intelligence
(AI) have long been interested in this problem. One of the leading
researchers in this area is Robert Trappl, who analyzed the impacts of
Al-based technologies on society and the economy (Trappl 1986). Several
of his optimistic predictions have already been realized. Now we live in
the world where intelligent systems help us in everyday life (Jennings and
Wooldridge 1995), from intelligent home appliances to product recom-
menders and tax advisors. They even help us with complex tasks such as
determining the reputation of people we cooperate with electronically
(Zacharia and Maes 2000). The internet itself can be seen as a major
intelligent-services platform, offering new services such as e-learning
(Baumgartner and Payr 1998) and significantly affecting the everyday life
of citizens (Winston 1998). Our research is similar since we aim to deter-
mine the relations between knowledge and welfare. However, while the pre-
sented research of Trappl aims to determine the consequences of
introducing Al-based technologies into society, we focus on the possible
causes within the sectors that produce high-level knowledge and tech-
nology (including Al-based) with the highest impact on economic welfare,
which is mainly represented as the growth of GNI per capita (Gylfason
2001) or GDP per capita (Keller 2006).

In general, the important influence of the R&D and higher education
sectors on economic welfare was already acknowledged in the literature.
The open question, however, remains, as to which segments of the two sec-
tors have the highest impact on economic welfare. The segments deemed
important are as follows: R&D expenditure, the number of researchers
(Furman et al. 2002; Wang 2007), patents and academic publications
(Furman et al. 2002; Varsakelis 2006; Wang 2007), share of GDP spent
on higher education, percentage of R&D expenditure funded by private
industry (Furman et al. 2002), achievements of students in mathematics
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and science tests, the number of students in science higher education
(Varsakelis 2006), public expenditure on education as a percentage of GNI,
expected number of years of schooling for females (Gylfason 2001) and the
enrollment rates in higher education (Keller 2006). A common feature of
these approaches is that they are deductive in nature and only account for a
subset of the segments in accordance with a specific theory. As a result, an
important segment can be overlooked, simply because it is not a part of the
theory. In contrast, we propose an inductive approach that accounts for all
the available segments and extracts those that are the most important.

The power of interactive DM becomes obvious when mining incom-
plete and noisy data in complex domains, which is the case with macroeco-
nomic data. Incomplete attributes represent the segments for which some
of the countries did not report data. Noisy attributes in the complex
domains represent those segments not directly related to the class.
Standard DM methods are already designed to detect relevant attributes.
However, irrelevant or somehow relevant attributes are sometimes included
in the model, consequently reducing its quality and understandability. It
has been shown that one random binary attribute can decrease the accu-
racy of a decision tree by 5 to 10% (John 1997). Incorrect models in turn
lead to incorrect conclusions. To address the presented problems we pro-
pose an interactive DM method where the computer constructs the models,
detects the irrelevant or less relevant attributes in the models, suggests cor-
rections to the user and enables modifications of the model to achieve a
better ratio between its quality and understandability.

Our approach belongs to the category of interactive pattern expla-
nation and evaluation (Zhao and Yao 2008) where an interactive DM system
constructs models and explains itself to the user, while the user makes the
final judgment about the pattern’s relevance. For the construction of mod-
els we selected two ML methods that produce easily understandable models
in the form of decision and regression trees. The main advantage of trees
lies in their comprehensibility, as demonstrated in similar domains, e.g.,
the analysis of historical data (Drummond et al. 2006) and international
conflict data (Furnkranz et al. 1997; Druckman et al. 2005). The problems
we addressed in more detail are how to integrate the power of DM and
humans, i.e., how to explain the reasoning of a DM system to the user
and how to collect the corrective feedback from the user.

Two types of explanation are described in the literature. Static explana-
tions assume that the constructed model is a correct domain description.
The goal is to explain which attributes participated in the model’s decision
to classify an instance into a specific category (Mozina et al. 2004; Strumbelj
et al. 2009). In contrast, interactive explanations assume that the con-
structed model can be further improved. They are like static explanations
with an added functionality to collect the corrective feedback from the user
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(Stumpf et al. 2009; Kulesza et al. 2009). Existing interactive explanations
are mainly oriented towards an improvement of the model’s predictive per-
formance. An explanation is based on an instance being classified, with the
goal being to collect the corrections that will improve the model’s predic-
tive performance on future instances. The user does not need to be aware
of the entire model, which can be complex and even contain less-important
structures that only slightly improve the predictive performance. Our goal
is different. Since our task is domain analysis, the constructed model
should not only be of high quality, but also understandable to the user.
Consequently, we present explanations oriented towards detecting and
removing any spurious structure in the constructed model. Such correc-
tions are directed towards improving both characteristics of the model.

Corrective feedback is usually collected in one of the following man-
ners: first, by asking for more examples (Fails and Olsen 2003); second,
by asking for more labels for unlabeled examples (Cohn et al. 1996); and
third, by introducing domain knowledge into the DM process. The advan-
tage of the last approach is that it directly affects the structure of the model.
Therefore, the consequences of the corrections are immediately visible.
Domain knowledge can be incorporated into the DM process by defining
constraints, co-training ML-constructed and user-constructed models
(Stumpf et al. 2009), or by the manual construction of models (Ware
et al. 2001; Zhao and Yao 2005). The approach we propose is constraint
based. In other words, we constrain the DM process by defining the para-
meters and attribute subsets of interest. In this manner, the user leads
the DM towards understandable and high-quality domain models.

The rest of the paper is organized in five sections. First, we describe the
interactive DM method that is specialized for the analysis of macroeco-
nomic data. Second, we describe the data, followed by the analysis. The
analysis reveals the relations between the high-level knowledge and the
economic welfare, additionally showing the capability of our method to
find high-quality and understandable models. The fourth section supple-
ments the analysis by testing the ability of our method to find non-random
patterns in data, additionally supporting our conclusions. Finally, the
last section closes the paper with a discussion, ideas for future work and
conclusions.

KNOWLEDGE ACQUISITION THROUGH HEURISTIC DATA
MINING

The basic idea of our approach is to construct a large number of mod-
els with DM in a way that enables humans to extract the most relevant
patterns — those that are understandable and of high quality. The task is
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computationally very demanding because from 7 binary attributes it is poss-
ible to construct 2*" decision theories. The space of all the potential
hypotheses for 100 binary attributes and a single binary class is therefore

92" This number is far larger than the number of all the atoms in our uni-
verse, which according to Wikipedia is around 10%, i.e., 2°°°. Therefore,
humans cannot successfully analyze hypotheses on their own.

Our approach is based on two assumptions. First, that from the enor-
mous number of all hypotheses only a couple of them best represent the
key relations in the domain. Second, that the search mechanism will dis-
cover relevant hypotheses and that humans will recognize the best of them.
Indeed, this is our experience in recent years in most of the reallife
domains describing economic and social relations.

The approach is based on an integration of human smartness and the
brute force of computer DM methods. When DM methods perform a
search, humans examine and evaluate the results, make conclusions and
direct a new search. In this way, humans guide the DM towards relevant
models, at the same time constructing an integrated conclusion from vari-
ous solutions.

We use two basic heuristics. First, we examine the whole set of various
parameters (typically algorithm parameters and attribute selection) to get
a clue as to where the most interesting patterns might be. Second, as soon
as an interesting pattern occurs, several heuristics are applied for
cross-checking the relevance of the pattern. Relevant patterns are then
stored and a new search begins until no major new relation is found for
a while.

Although the approach is based on human judgment, commonly the
most important patterns emerge quite evidently. In some cases there are
several similar-quality patterns constructed with various attributes, meaning
there is no dominant relation, while in other cases specific patterns signifi-
cantly outperform the competing ones.

Our Knowledge Acquisition through Heuristic Data Mining (KAHDM)
approach is based on the interaction model presented in Figure 1. In gen-
eral, the interaction flows as follows. First, the human chooses an interest-
ing subset of attributes, the DM method and the range of preferred
parameters. Second, the system constructs a set of models in accordance
with the user’s preferences. Third, the user chooses one or a couple of can-
didates for the most relevant models, re-analyzing them by applying modi-
fications and evaluating the results. The modification process is repeated
until the user is not satisfied with the model, which is then stored and
the conclusions integrated. Finally, the whole process is repeated until
the user concludes that all the relevant patterns are extracted. Too many
variations in the search options cause a combinatorial explosion; however,
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Select and
initialize data

Modify
attribute set

Select DM method

Select parameters
- NO
and their ranges

Preliminary DM

s selected model relevant? YES
NO

Select
modifications

Are modified
models relevant?
YES

FIGURE 1 The interaction model of the KAHDM approach.

elect another
model?

Store model(s)
and integrate
conclusions

A

the search in our approach is guided by a human goal to verify an
already-found pattern and supported with a specialized algorithm, imple-
mented in an interactive computer system. As can be seen from examples
in the rest of the paper, several variations can be quickly discarded as
non-perspective. In the following paragraphs, the steps are described in
more detail.

Select and initialize data. The user selects a data set.

Modify attribute set. This data preprocessing step is optional. The user
can construct new attributes from the existing and/or select a subset of
attributes.

Construct attributes. The attribute set is enriched with attributes derived
from the existing attributes using operations like minimum, maximum and
ratio. In this manner, relations become more explicit.

Select attributes. A subset of attributes can be selected manually based on
expert knowledge, or automatically. Two automatic attribute selection tools
were included in the system, which produce subsets representing the
domain in two levels of detail. A small group of the most prominent
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non-redundant attributes is obtained with the CFS subset selection method
(Hall 1999). A larger set of attributes related to the class is obtained by mea-
suring the information gain (IG) (Mitchell 1997) of the individual attri-
butes and selecting those showing any relation with the class (IG > 0).

Select DM method. We included two DM methods that construct
decision and regression trees. These models are directly comparable, facil-
itating the extraction of the most relevant patterns. For example, a pattern
that appears in both the decision and regression tree, given the same data,
considerably gains in relevance. For the induction of the trees we used algo-
rithms from WEKA (Witten and Frank 2005): J48, the implementation of
C4.5 (Quinlan 1993) for the induction of decision, and M5P (Quinlan
1992) for the induction of regression trees.

Select parameters and their ranges. The user selects the algorithm’s
parameters and the ranges in which the parameters are going to vary. In
general, the understandability of the model is connected with its com-
plexity, where less complex models are usually more understandable and
vice versa. Therefore, we exploited those parameters that control the mod-
el’s complexity. One parameter is the minimal number of instances per leaf
(MNIL). For example, when set to 5, only those leaves that contain more
than or equal to 5 instances are included in the tree. We varied this para-
meter between the default algorithm’s value (4 for regression and 2 for
decision trees) and 15. In the case of decision trees, the complexity was
further controlled by setting the pruning procedure—standard C4.5
approach (STP) or the reduced-error pruning (REP). The other para-
meters are defined in the system manual.

Preliminary DM. The preliminary DM is the exploratory data-analysis
phase, where the goal is to find a non-random pattern in the data (Mardia
et al. 1979). A set of models is constructed with the selected DM method,
one model for each parameter combination. The set is further refined by
removing duplicate models. Then, the models are ranked in decreasing
order of quality, and when several models are of equal quality, they are
ranked in increasing order of complexity. In this manner, we facilitate
access to the highest-quality models with the least complexity. We named
this procedure PRELIMINARY_DM. The models are then presented to
the user, who can browse them. When the user considers a certain model
as relevant, he/she can store it. In contrast, when a model seems like a good
candidate for the most relevant model, but the user doubts its relevance,
he/she can re-examine it in further steps.

For measuring the model’s quality we used ten-fold cross-validation
(Kohavi 1995). Cross-validation is the most suitable solution when there
i1s a limited amount of data, which is the case with macroeconomic data.
In the case of decision trees the quality is expressed as the accuracy
(ACC), and in the case of regression trees, as the correlation coefficient
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(CC). The CC measures the correlation between the predicted and actual
values. The complexity was expressed as the number of leaves, which corre-
sponds to the number of relations within the tree.

Select modifications. The goal in this step is to (dis)confirm an
already-found pattern (Mardia et al. 1979). At any time, the user can con-
firm the current model, but typically re-examination starts with a null
hypothesis that the candidate model is irrelevant. The user can then select
one or several modified models as a correction of the candidate model.
The user can select between one of the five modifications: remove attri-
butes, add attributes, construct concepts from attributes, remove concepts
and add concepts.

Remove attributes. Typically, when a relevant attribute is removed and the
model is reconstructed on the rest of the attributes, the quality of the
model decreases. In contrast, when an irrelevant attribute is removed,
the quality remains the same or even increases. A candidate model that
contains only relevant attributes is relevant according to the quality cri-
terion, i.e., the agreement with the data. It is up to the user to assess the
model’s understandability and to finally confirm or disconfirm its rel-
evance. Furthermore, if the user decides to disconfirm the relevance of
the candidate model, he/she can explore similar models in the vicinity of
the candidate model and find a suitable correction.

The removed attributes are presented in the form of a graph (see
Figure 4a). A node in the graph represents a removed attribute and the
quality obtained after the attribute is removed and the model
re-constructed using the rest of the attributes. By clicking on the node,
the user can re-examine the re-constructed model. The hierarchical struc-
ture of the graph represents the removal of several attributes. The graph
therefore represents the candidate model’s relevance. It is up to the user
to examine the graph and make the final judgments.

The graph can be constructed in an interactive, automatic or combined
manner. In the interactive approach the user selects an attribute or a subset
of attributes to be removed. The attributes are then removed and the nodes
are added to the graph. The REMOVE_ATTRIBUTES procedure is pre-
sented in Figure 2. The procedure resembles the wrapper attribute selec-
tion approach (Kohavi and John 1997), but our goal is to present the
relevance of the different attribute subsets to the user instead of finding
the one best attribute subset. In the combined approach, a graph is first
constructed automatically, followed by the interactive selection of attri-
butes. In the examples we applied the combined approach to reassure
the correct conclusions.

Add attributes. The idea behind adding attributes is to observe the role
of a specific attribute or a subset of attributes in the process of pattern for-
mation in the isolation of other attributes. For example, an attribute can
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REMOVE_ATTRIBUTES (data set, DM method, model, parameters and their ranges)
for each attribute a; in the model
Remove attribute a;
Perform PRELIMINARY_DM (data set - a;, DM method, parameters and their
ranges), returning just the top-ranked model
if quality of the top-ranked model is worse than the previous one
then
Construct node n; from the top-ranked model, its quality and the deleted
attribute a;
Add n; to the graph
REMOVE_ATTRIBUTES (data set - a;, DM method, top ranked model,
parameters and their ranges)
end for
return graph

FIGURE 2 The algorithm describing the REMOVE_ATTRIBUTES procedure.

appear in a cross-validation fold, consequently influencing the quality of
the model. At the same time, this attribute might not appear within the
constructed model. Here, we are primarily interested in the quality of those
attributes that directly modify the structure and therefore influence the
final conclusions. When the subset of the attributes from the candidate
model in isolation produces an equal quality model, and the model is
understandable to the user, then the relevance of the candidate model is
confirmed. In contrast, the user can select one or several corrections to
the candidate model, without the irrelevant attributes included.

The attributes are added in a similar manner as they are removed. The
main difference is that automatic graph construction is made with the
ADD_ATTRIBUTES procedure. It constructs a graph (see Figure 4b) in
the reverse order to the REMOVE_ATTRIBUTES procedure, starting from
a predefined set of attributes and adding new attributes while the quality
increases. If the user does not define the initial attribute set, then the
procedure starts from the empty set.

Construct concepts. Certain attributes represent the same semantic cate-
gory, however, expressed in a different manner. For example, “GERD per
capita (PPP$)” and “GERD as % of GDP” both represent the level of invest-
ment in R&D, but expressed in different quantities. Such attributes are cor-
related and when one is removed the other usually takes its place.
Therefore, we provided a tool for grouping such attributes into concepts.
The concepts are denoted with small capital letters. Each concept is
followed by the number of attributes contained within the concept.

Remove concepts. The procedure is basically the same as the REMOVE_
ATTRIBUTES procedure, with the difference being that the subsets of the
attributes marked as concepts are removed together and represented with a
single node.
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Add concepts. Similar to remove concepts, only this time the concepts
are added.

DATA

We collected data representing the high-level knowledge sectors from
several statistical databases provided by the following: UNESCO Institute
for Statistics," USAID — Global Education Database,”> and WIPO?. In total,
108 numerical attributes were collected: 48 describing inputs (personnel
and financial resources) and outputs of the R&D sector, and 60 describing
inputs to the higher education sector. The data was gathered for 167 coun-
tries, thus the learning matrix consists of 108 columns and 167 rows. The
data and the description of attributes can be obtained from: http://dis.
ijs.si/Vedrana/economic-analysis.htm.

The economic welfare is represented by the “GNI per capita” attribute,
calculated according to The World Bank Atlas method. GNI stands for the
Gross National Income and represents the total value of goods and services
produced within a country (Black et al. 2009). We collected the “GNI
per capita” from The World Bank database® in both numerical and discrete
form. The numerical form is expressed in US$, while the discrete form
represents the official classification of the countries into income levels:
low—§745 or less, middle—$746-9,205, and high—$9,206 or more. From
the total of 167 countries, 50 belong to the low, 79 to the middle and 38
to the high income groups.

IMPACTS OF HIGH-LEVEL KNOWLEDGE

In this section, we present the analysis of the macroeconomic data with
the KAHDM method. It is separately applied in two sessions: first on 48
R&D attributes and second on 60 higher education attributes. It should
be noted that we present only the relevant findings, while the majority of
the tests with less significant results are omitted due to a lack of space.

Impact of the R&D Sector

Regression Trees

Preliminary DM. The preliminary DM resulted in 4 trees, from which
we selected the tree in Figure 3, constructed with the parameter MNIL 5.
The tree indicates that just the level of investment in R&D represents the
key factor in differentiating countries. GERD stands for the Gross Domestic
Expenditure on R&’D, denoting the expenditure on R&D performed on
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GERD as % of GDP

| 10,248 (11/39%)

| 17,461 (22/94%)

FIGURE 3 The regression tree constructed on 48 R&D attributes; CC 0.73.

the national territory during a year (Black et al. 2009). Those countries that
invest in R&D with less than or equal to 0.85% of their GDP (leftmost leaf)
have an average GNI per capita of 3,476 US$. A total of 127 countries (the
first number in brackets) or 79% of them conform to this description. The
deviation around the average value is 49% (the second number in brack-
ets—representing the root-mean-squared error divided by the global absol-
ute deviation). In comparison to The World Bank’s categories, this group
includes the low- (745 US$ or less) and the middle-income (746-9,205
US$) countries, meaning that the high-income countries (9,206 US$ or
more) invest in R&D more than 0.85% of their GDP (right subtree).
High-income countries are even further differentiated according to the
level of investment in R&D (stated in PPP$) into two groups, again showing
that a higher level of investment in R&D leads to an even higher income.
PPP$ stands for purchasing power parity in American dollars. The state-
ment of GERD per capita in PPP$ allows for fair comparisons between dif-
ferent countries. The obtained tree is understandable and of reasonable
quality. However, there is an open question: is GERD the only important
segment?

Remove attributes. The graph of removed attributes is presented in
Figure 4a. Note that the actually constructed graph is quite a bit larger;
however, only the parts relevant to the discussion are shown. “GERD per

0.73 -R&D 0.57 _ Source of funds for R&D — Business Enterprise (%)
0.72 | GERD as % of GDP
0.72 _ Source of funds for R&D —Business Enterprise (%)

0.72| GERD as % of GDP

0.65| GERD per capita (PPP$) 0.77 | GERD as % of GDP
9

0.70| GERD as % of GDP_ 0.79 | GERD per capita (PPP$)

0.69| Source of funds for R&D — Business Enterprise (%)

0.75| Source of funds for R&D — Business Enterprise (%) @
(a) (b)

FIGURE 4 The relevance of R&D attributes — regression trees.

adding

removing
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capita” appears as the best single attribute, since the highest fall in quality is
observed when it is removed (from 0.73 to 0.65). The removal of other attri-
butes in combination with it did not result in any further fall in the quality,
indicating it is indeed an important attribute. Removing both GERDs
results in a decrease from 0.73 to 0.70, which seems a little confusing, since
they both appear in Figure 3 and the decrease is smaller than removing
only the “GERD per capita”. Another interesting finding is the appearance
of the tree with a CC of 0.75 after the removal of the “Source of funds for
R&D—Business Enterprise (%)” attribute. Its quality is higher than the
quality of the candidate tree (0.73). The analysis showed that both trees
represent the same pattern; however, in the cross-validation for the candi-
date tree, out of 10 trees 3 contained the source of funds attribute, conse-
quently lowering the CC. Since the quality increased when the source
of funds attribute was removed, this indicates that DM overestimates its
importance.

Add attributes. In Figure 4b “GERD per capita” again appeared as the
most relevant attribute—the highest-quality tree (0.79) was constructed just
on this attribute, while additional attributes resulted in degradation. The
highest-quality tree is presented in Figure 5, showing a similar relation to
the tree in Figure 3—a higher level of investment determines a higher
income. Since “GERD per capita” is measured in PPP$, it corresponds to
the percentage and not to absolute numbers.

Conclusions. A higher level of investment in R&D leads to better econ-
omic welfare, supported by a CC of 0.79. Since “GERD per capita” and
“GERD as % of GDP” represent the same semantic category, only expressed
in different quantities, the trees in Figure 3 and Figure 5 support the same
conclusion. Other attributes seem less relevant.

Decision Trees
Preliminary DM. Preliminary DM resulted in 20 trees, from which we
selected the tree in Figure 6 constructed with the parameters MNIL 3

GERD per capita
(PPP$)

"I

| 2,281 (28/8%)

| 4,069 (44/39%)

‘ 4,952 (66/59%)

| 17,044 (22/94%)

FIGURE 5 The regression tree constructed on “GERD per capita” attribute; CC 0.79.
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GERD per capita (PPP$)
1N 5

R&D personnel — Female
(FTE) (%)

AV

17 A“??
Technicians per million -
e e
éq\ A‘O/
[ 10w (1588/5.91) | | middte (12.04/631) |

FIGURE 6 The decision tree constructed on 48 R&D attributes; ACC 63%.

and REP. The topmost relation in the tree is similar to those in the
regression trees—countries with a higher level of investment in R&D also
have a higher income. In the right-up leaf of the tree, “high” denotes
the countries that invest more than 200 PPP$ in R&D. The first number
in brackets (23.89) represents the number of countries that reached the
leaf and the second number (7.25) those of the 23.89 countries that belong
to classes other than the majority class. The number of countries is
expressed in decimals to account for the missing values (Quinlan 1993).
A further differentiation between the countries was made based on the pos-
ition of females in the R&D sector, which seems a bit suspicious; therefore,
further analyses are needed.

Construct concepts. From the experiments with attributes we noticed
that the connected attributes substitute for each other. For example, when
“GERD per capita” was removed, “GERD as % of GDP” took its role as a
root of the tree. To facilitate the analysis we grouped the connected attri-
butes into the concepts. In total, 18 concepts were created.

Remove and add concepts. The graph in Figure 7 was obtained by fus-
ing two graphs constructed by removing and by adding concepts to stress
only the important findings. The level of investment in R&D again turned
out to be highly important, as seen in two ways. First, when the GERD con-
cept was removed, ACC fell by 3 percentage points (PP). In contrast, when
other concepts were individually removed, none of them caused a fall in
ACC, including R&D PERSONNEL — FEMALE, indicating that the initial DM
overestimated this relation. Second, the tree constructed just on the GERD
concept (last line in Figure 7) has a 3 PP higher ACC than the
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60%| GERD (2)
56%| RESEARCHERS PER MILLION INHABITANTS (2)
57%)| R&D PERSONNEL — FEMALE (4)

56%)| TECHNICIANS PER MILLION INHABITANTS (2)

59%)| R&D PERSONNEL — FEMALE (4)
60%| TECHNICIANS PER MILLION INHABITANTS (2)

removing

65%)| all except GERD (2) + RESEARCHERS PER MILLION INHABITANTS (2)
Y 66% all except GERD (2)

FIGURE 7 The relevance of R&D concepts — decision trees.

highest-quality tree constructed on all 48 R&D attributes. All the other con-
cepts seem less relevant. The R&D PERSONNEL — FEMALE introduces only a 1
PP decrease in ACC if removed after the GERD, further confirming the
non-top relevance. For example, when RESEARCHERS PER MILLION INHABITANTS
(represented with two attributes in FTE (full-time equivalent) and HC
(head count)) was removed, the ACC fell by another 4 PP. However, the
tree constructed on the GERD concept is of higher quality than the tree
constructed on the combination of GERD and RESEARCHERS PER MILLION

INHABITANTS concepts. The analysis of other combinations did not result in
a combination that would outperform the GERD concept.

The highest-quality tree constructed on the GErRD concept with the
parameters MNIL 3 and REP is presented in Figure 8. One can see a
slightly surprising relation in the deepest part of the tree: the
low-income countries have a “GERD as % of GDP” higher than 0.15,
while there are middle-income countries that invest less of their GDP
into R&D. At first glance, this disagrees with the conclusion that a
higher level of investment in R&D is connected to better economic wel-
fare. A further analysis showed that the subtree is not the result of an
error due to, e.g., missing values. These countries are rich in natural
resources and therefore “jump” on the ladder. The DM method
correctly pointed out this exception and analyses further confirmed
the relevance of the overall relation. Therefore, we selected the tree as
a correction of the candidate tree.

Conclusions. Both regression and decision trees show that the level of
investment in R&D represents the key factor in differentiating countries
according to their economic welfare—GERD on its own is the most relevant
indicator of a country’s welfare. Other segments have some influence on
welfare, which is less significant and should be treated with caution. Their
relevance has yet to be proven beyond doubt.
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GERD per capita (PPP$)

S
7 ® A"Oo
GERD per capita (PPPS$) high (23.89/7.25)
\\"\ A/

Z /)
GERD as % of GDP middle (49.28/15.48)

oY X

7z
GERD per capita (PPP$)
\"\ 2 7

s X

/4

./S
low (20.19/5.67)

| low (8.96/2.84) | lmiddlc (9.68/1.95) |

FIGURE 8 The decision tree constructed on the GERD concept; ACC 66%.

Decision Trees from the Modified Attribute Set

Construct attributes. A total of 33 new attributes were constructed
based on the observations. For example, an attribute “Sector investing
the most in R&D” was constructed by finding the maximum between six
“Source of funds for R&D” attributes. Accordingly, an attribute takes one
of six values: business enterprise, government, higher education, private
non-profit, abroad and N/A (not available or not known distribution).

Select attributes. The attribute construction step was followed by the
attribute selection step to reduce the number of irrelevant attributes. The
first stage was the selection of attributes based on expert knowledge. In total,
31 attributes were removed. On the rest of 50 attributes we applied two attri-
bute selection methods. The highest-quality tree constructed on attributes
selected with the CFS subset selection method had an ACC of 65%. In
contrast, the highest-quality tree constructed on attributes selected with
the IG selection method had an ACC of 69%. We decided to exploit the
second attribute selection method since it results in higher-quality trees.

Preliminary DM. The preliminary DM resulted in 16 trees, from which
we selected the tree in Figure 9 constructed with the parameters MNIL 5
and STP. The tree confirms that a high level of investment in R&D is impor-
tant for better economic welfare. High-income countries are characterized
as those who invest more than 105.5 PPP$ per capita in R&D, while
low-income countries as those who invest less than or equal to 10.8 PPP$.
Common sense tells us that the right subtree is misleading. The values of
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GERD per capita (PPP$)

fe,b . T
Yo, | middle 16.7/8.77) | | high (657/1.28) | [ tigh 2411

‘ low (12.58/0.39) ‘ | middle (10.20/4.29) |

FIGURE 9 The decision tree constructed on the modified set of R&D attributes; ACC 67%.

“GERD per capita” and “Sector investing the most in R&D” (N/A branch)
are missing for some countries, and the right subtree would be better repre-
sented by a single leaf “high”.

Construct concepts. The scheme used to group the modified attribute
set into concepts was similar to the scheme used to group the original attri-
bute set, with the difference that all the attributes representing R&D per-
sonnel were grouped into a single concept. These attributes did not
emerge as relevant in the previous analysis steps leading to such a decision.
In total, 7 concepts were constructed.

Remove and add concepts. The graphs of removed and added concepts
are presented in Figure 10. Because GERD had already proved important
it was added in the initial concept set. Besides the level of investment
in R&D, i.e., GERD (fall in ACC of 6 PP), two concepts appeared relevant:
SECTORS EMPLOYING R&D PERSONNEL (4 PP fall and 2 PP gain) and R&D
PERSONNEL (1 PP fall and 1 PP gain). To clarify which segments are indeed
relevant we returned to the attribute level analysis. A further analysis is
concentrated only on the three relevant attributes constituting the poten-
tially relevant concepts. Note that we, in a way, redo the analysis of attri-
butes (small letters), but this time with the original and additional
attributes, because the current analysis pointed out some additional candi-
date relations.

Add attributes. The graph in Figure 11 shows that the most relevant are
the GERD attributes in combination with the “Sector employing the most
R&D personnel” attribute (ACC 71%). The attributes within the R&D
PERSONNEL concept did not appear as highly relevant—each time when
added they reduced the ACC.
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64% HIGH TECHNOLOGY EXPORTS (1)

64%)| R&D PERSONNEL (12)
67% — R&D-Selected 65%| SOURCES OF FUNDS FOR R&D (5)
67%| APPLICATIONS FOR PATENTS (3)
on| 63%]| GRANTS OF PATENTS (3)
GEM -'g 68% HIGH TECHNOLOGY EXPORTS (1)
<
.ED 59%| SECTORS EMPLOYING R&D PERSONNEL (10) © 69%)| R&D PeRsONNEL (12)
3 63%| GRANTS OF PATENTS (3) 67%)| SOURCES OF FUNDS FOR R&D (5)
E 64%)| APPLICATIONS FOR PATENTS (3) 65%)| APPLICATIONS FOR PATENTS (3)
= 62%| SOURCES OF FUNDS FOR R&D (5) 67%|_ GRANTS OF PATENTS (3)
62%| R&D PERSONNEL (12)
v 63%] HIGH TECHNOLOGY EXPORTS (1) 68%]| SECTORS EMPLOYING R&D PERSONNEL (10)
@ () " GERD
ACC: 66%

FIGURE 10 The relevance of concepts constructed from the modified set of R&D attributes.

The highest-quality tree constructed with the parameters MNIL 4 and
STP is presented in Figure 12. The modifications did improve the quality,
but questions persist. First, if we eliminate the N/A branch, the right
subtree would be substituted with the leaf “high”; second, the same would
happen with the leftmost subtree, which would be substituted with the leaf
“low”. Further analyses confirmed this suspicion.

Conclusions. The analysis again confirmed the level of investment in
R&D (GERD) as the most relevant indicator of economic welfare; the only
one in its league. But this time, an observation of the distribution of the left
and right subtrees in Figure 12 indicated that low-income countries have
most of the researchers in the government, while in the developed
countries most of them are in business enterprises.

A 65% R&D personnel per capita (FTE)

69% R&D personnel per capita (FTE)

69% | Sector employing the most researchers

71% | R&D personnel — Female (FTE) (%)

adding

71%]| Sector employing the most R&D personnel

68%] Sector employing the most researchers

65%]| R&D personnel — Female (FTE) (%)

GERD
ACC: 66%

FIGURE 11 The relevance of attributes from the modified set of R&D attributes.
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FIGURE 12 The decision tree constructed on the GERD and “Sector employing the most R&D person-
nel” attributes; ACC 71%.

Discussion

Several R&D segments (i.e., attributes and concepts) that influence
economic welfare were detected through the analysis of the constructed
trees. We divide them into three relevance levels: the first level contains
those segments that consistently appeared throughout the trees and are
valid for the majority of countries; the second level contains those seg-
ments that often modified the quality of the trees, while they only
occasionally modified the tree’s structure; the third level contains all
the others.

Only the level of investment in R&D (GERD) belongs to the first cate-
gory. Its importance was acknowledged in the economic literature. Itis gen-
erally used as a control variable (Varsakelis 2006) to examine how
successful the proposed method is at detecting relevant segments.

There are only three segments that appear in the second category, as
can be observed, e.g., from Figure 10: patents, high-technology exports
and the sector employing the most R&D personnel. The literature also sup-
ports these conclusions, e.g., (Furman et al. 2002).

Some segments belonging to the third level appeared in the analysis,
e.g., the percentage of women researchers. Analyses sometimes consider
them as relevant; however, verifications revealed that their influence is
weak.

In the end, it is worth noting that it is difficult to directly compare our
results with the results of other studies since they used different classes.
While we used GNI per capita as the class, other studies accounted for
the number of patents or the number of academic publications, thus
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searching for which direction to follow to obtain more publications or
patents. This can explain why some of the conclusions are different.

Impact of the Higher Education Sector

The higher education sector data was analyzed in a similar manner as
the R&D sector data. However, preliminary DM with regression trees pro-
duced complex trees with the highest observed CC of 0.52 and a further
analysis did not result in considerable improvements. Second, with decision
trees we constructed 11 new attributes and tested several attribute selection
methods, but the highest observed ACC was 74%, which is 2 PP worse than
the highest observed ACC obtained with the original attributes. Therefore,
the first impression was that the relations in this domain are of a different
nature. Furthermore, analyses of the higher education sector are presented
in less detail than in the R&D sector.

Decision Trees

Preliminary DM. Preliminary DM resulted in 14 trees from which we
selected the one in Figure 13 constructed with the parameters MNIL 11
and STP. The tree contains two understandable and two problematic rela-
tions. The first understandable relation states that a high level of enrolment
leads to better economic welfare. Enrolment is represented by the “Gross
enrolment ratio—ISCED 5 and 6” (GER-Total) attribute. This attribute

Gross outbound
enrolment ratio

<1
> &3
% of uates in
€

teg;z fu‘;d [ high (1527/0.09) |
S\
,LB
0>
Gross enrolment ratio - -
ISCED 5 and 6 nuddle (17.71/2.48)

)
| middle (17.68/2.32) | | high (20.47/7.85) |

| low (52.52/9.52) | |middle(43435/10452)|

FIGURE 13 The decision tree constructed on 60 higher education attributes; ACC 74%.
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accounts for students enrolled in higher education, regardless of their age,
expressed as a percentage of the population in the five-year age group fol-
lowing on from leaving secondary school. ISCED 5 denotes the first stage of
higher education, while ISCED 6 represents programs leading to the award
of an advanced research qualification (UNESCO 2006). In other words: the
more most educated citizens there are the better. The second understand-
able relation states that a higher mobility of students leads to better econ-
omic welfare. Student mobility is represented by the “Gross outbound
enrolment ratio” (GOER) attribute, denoting students from a country study-
ing abroad as a percentage of the population of higher education student
age in that country. The relation straightforwardly differentiates between
high- and low-income countries, while middle-income countries are some-
where in between, showing both lower and higher student mobility. We can
state that middle-income countries are in a transition phase from lower to
higher student mobility.

There are two suspicious attributes within the tree for which the relation
remained undefined. First, the “Gross enrolment ratio—ISCED 5 and 6—Male”
(GER-Male) subtree divides approximately the same number of high-income
countries between both branches. The same happened with the “% of tertiary
graduates in agriculture” subtree, only this time with the middle-income coun-
tries. A further analysis was needed to check these relations.

Construct concepts. Experiments with attributes showed that three
GER attributes (GER-Total, GER-Male and GER-Female) substitute each
other. Therefore, we grouped them into the GROSS ENROLMENT RATIO
(GER) concept. Other similar groupings were not observed.

Remove and add concepts. In Figure 14, the best combination of attri-
butes is the combination of the GER and GOER attributes (4 PP fall and 2
PP increase in ACC in comparison to the candidate tree), which results in a
tree with an ACC of 76%. The graphs did not support the “% of tertiary
graduates in agriculture” attribute. The removal and addition of other attri-
butes did not result in further significant improvements.

A 52% % of tertiary graduates in agriculture
74% — Higher education 68% % of tertiary graduates in agriculture
75% % of tertiary graduates in agriculture
o) 73% |  Gross completion rate - ISCED 5A
71%| Gross outbound enrolment ratio £ 76% | Tertiary students per 100 000 inhabitants
71% | GROSS ENROLMENT RATIO (3) 2 76% | GROSS OUTBOUND ENROLMENT RATIO (1)
)
-g 70%)| _Gross outbound enrolment ratio 65%| GROSS ENROLMENT RATIO (3)
g T1%| % of tertiery graduates in egriculrure 51%) Gross outbound enrolment ratio
2 71%| _ Tertiary students per 100 000 i
71%)|  Gross completion rate - ISCED 5A P
(a) ) 74% | % of tertiary graduates in agriculture (b)

FIGURE 14 The relevance of higher education concepts and attributes.
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FIGURE 15 The decision tree constructed on the GER concept and the GOER attribute; ACC 76%.

The highest-quality tree constructed with the parameters MNIL 12 and
REP is presented in Figure 15. The tree further clarifies conclusions based
on the analysis of the candidate tree; this time representing only the impor-
tant relations. The tree made clear distinctions between the levels of enrol-
ment in countries with different incomes: low <15%, middle 15-43% and
high >43%.

Conclusions. Results of the analysis indicate two important relations:
higher participation in higher education and better student mobility leads
to better economic welfare.

Discussion

The analysis showed that two segments of the higher education sector
have primary importance for economic welfare. First, a higher participation
in higher education leads to better economic welfare. Having an educated
population positively influences not only the creation of new knowledge
and technologies, but also the better exploitation of the new technologies.
The importance of this segment was also recognized by Keller (2006), again
confirming the ability of our method to find relevant relations. Second,
with the help of our method we discovered that a higher mobility of stu-
dents is also very important for better economic welfare. This relation
was not directly discussed in the presented related work. In the analysis
we considered two types of mobility: studying in foreign countries and stu-
dents from foreign countries that study in the country of interest. The
results showed that it is important to stimulate students to spend certain
amount of time studying abroad, transferring new knowledge back to their
home countries. The two relations belong to the first level of relevance.

Some other segments like “% of tertiary graduates in agriculture”
emerged during preliminary DM, but additional analyses showed that they
are level-three segments according to our categorization and are not
discussed further.
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We were surprised that none of the attributes representing the level of
investment in higher education appeared important, especially since those
attributes were denoted as relevant by other studies. Indeed, it seems
reasonable that a greater percentage of highly educated people can only
be achieved with a higher investment, but our analyses reveal an important
difference between the two. This issue should be analyzed in more detail.

EVALUATION

Relevant trees should not only be understandable and of high quality,
but should also represent non-random patterns in data to support our con-
clusions. To this end, we evaluated the trees stored during the analysis by
comparing them to a random tree. A tree is considered as non-random
when it is significantly better than a random tree. In the case of decision
trees, we consider as random the tree that always returns the majority class
(in our case “middle”) and in the case of regression trees, if it returns the
mean of the actual values (in our case 6258).

Table 1 presents the comparison of relevant decision trees with the
baseline. The increase in quality varies from 19 to 29 PP, which is signifi-
cantly different from the baseline, strongly indicating that the effort in
using our approach paid off. Table 2 presents the comparison of the rel-
evant regression trees with the baseline. We did not straightforwardly com-
pute the differences in CC since they are of different signs. Considering
that “negative values should not occur for reasonable prediction models”
(Witten and Frank 2005), it is clear that our method was able to find
non-random patterns in the data.

When the difficulty of the domain is taken into account, the findings
are supported with regression and decision trees of considerable quality.

TABLE 1 Evaluation of Decision Trees

Decision trees Baseline ACC Diff. (PP)
GERD (Figure 8) 47% 66% 19
GERD & Sector (Figure 12) 71% 24
GER & GOER (Figure 15) 76% 29

TABLE 2 Evaluation of Regression Trees

Regression trees Baseline CC

R&D (Figure 3) -0.13 0.73
GERD per capita (Figure 5) 0.79
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The main source of difficulty is the considerable amount of missing values
scattered all over the data and the complexity of the task.

CONCLUSIONS AND DISCUSSION

From the economic perspective, several interesting relations were
detected. For better economic welfare, it is very important to stimulate stu-
dents to enroll in higher education. Furthermore, better programs for stu-
dent mobility should be developed to stimulate the exchange of high-level
knowledge. This seems understandable, since having a well-educated popu-
lation does not only positively affect the production of high-level knowl-
edge, but also the consumption of the products and services of high-level
knowledge. In contrast, there is only one important step in R&D for a coun-
try to progress: raise the level of investment. However, several other seg-
ments are also important at level two, such as promoting patenting and
lifting governmental control of science.

From the methodological perspective, we have presented a new method—
Knowledge Acquisition through Heuristic Data Mining (KAHDM). The essen-
tial advantage is based on the interaction between the two most advanced
information machines: the brute force of computers (enriched with Al
DM) and human insight and comprehension. The implemented interactive
system constructs a set of decision and regression trees and explains its reason-
ing to a human. A human leads DM with the goal being to find high-quality
and understandable relations in the macroeconomic data. In comparison to
the standard approach used in economic analyses, our approach offers several
advantages. First, the DM is data driven, not theory driven, as in the majority of
the existing methods. But our method also makes it possible to combine
human theories with the data, providing a tool to thoroughly test and verify
potential relations. Second, during the model-construction process it analyzes
the impact of a large number of attributes at once. Finally, its results are easily
comprehensible, even to non-experts.

There are two issues to be considered in our approach. First, is the
method stable or will the results vary depending on a particular human per-
forming the KAHDM? Regarding the first issue, the subjectivity can be
eliminated by publishing the data and results and enabling access through
the internet (see http://dis.ijs.si/Vedrana/economic-analysis.htm).

The second issue is which type of relation was indeed observed—X
implies Y or Y implies X? Does more investment in R&D actually cause
countries to progress faster or is it just a side-effect of the developed coun-
tries that they spend more on R&D? To be fair, the trees and analyses in this
paper do not indicate the type of the relation. However, it is highly unlikely
that such a strong relation would not be mutual, acting in both directions.
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To evaluate these relations in quantitative ways, other methodologies are
more appropriate than KAHDM.

Finally, it depends on human ingenuity to accept or reject any con-
clusion, however supported by statistics or any other formal method. By
observing not only one decision tree in one DM set-up, but thousands of
them and giving an interactive tool to verify the hypotheses enabling the
human mind to integrate conclusions from thousands of constructed trees,
the published relations emerged as relevant in a kind of real-life way, rather
than in a formal way.

NOTES

1. http://www.uis.unesco.org

2. http://ged.eads.usaidallnet.gov
3. http://www.wipo.int

4. http://www.worldbank.org
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