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Can a model constructed using data mining (DM) programs be trusted? It is known that a
decision-tree model can contain relations that are statistically significant, but, in reality,
meaningless to a human. When the task is domain analysis, meaningless relations are
problematic, since they can lead to wrong conclusions and can consequently undermine
a human’s trust in DM programs. To eliminate problematic relations from the conclusions
of analysis, we propose an interactive method called Human–Machine Data Mining
(HMDM). The method constructs multiple models in a specific way so that a human can
reexamine the relations in different contexts and, based on observed evidence, conclude
which relations and models are credible—that is, both meaningful and of high quality.
Based on the extracted credible relations and models, the human can construct correct
overall conclusions about the domain. The method is demonstrated in two complex
domains, extracting credible relations and models that indicate the segments of the higher
education sector and the research and development sector that influence the economic
welfare of a country. An experimental evaluation shows that the method is capable of find-
ing important relations and models that are better in both meaning and quality than those
constructed solely by the DM programs.

� 2014 Published by Elsevier Inc.
1. Introduction

In data mining (DM) and machine learning (ML), a human supplies the data and tunes the parameters of used methods.
The obtained model is typically the result of several iterative, parameter-tuning steps. This paper aims to improve the inter-
action between humans and DM and ML programs and, therefore, belongs to the field of interactive DM (IDM) or interactive
ML (IML) (the terms are used interchangeably in the literature) [71,73].

The goal of IML is to ‘‘help scientists and engineers exploit more of their specialized data’’ [53]. IML ‘‘focuses on methods
that empower domain experts to control and direct machine learning tools from within the deployed environment, whereas
traditional machine learning does this in the development environment’’ [53].

The field of IML has recently received a great deal of attention. The preface of the IUI 2013 Workshop on Interactive
Machine Learning stated, ‘‘Many applications of Machine Learning (ML) involve interactions with humans. . . a growing
community of researchers at the intersection of ML and human–computer interaction are making interaction with humans
a central part of developing ML systems. These efforts include applying interaction design principles to ML systems, using
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human-subject testing to evaluate ML systems and inspire new methods, and changing the input and output channels of ML
systems to better leverage human capabilities’’ [54]. The mission statement of one of the Microsoft research groups dealing
with IML notes: ‘‘. . . with the advancement of computational techniques such as machine learning, we now have the unprec-
edented ability to embed ‘smarts’ that allow machines to assist users in completing their tasks. We believe that trying to fully
automate tasks is extremely difficult and even undesirable, but instead there exists a computational design methodology
which allows us to gracefully combine automated services with direct user manipulation’’ [12].

When supervised DM and ML methods construct models in complex domains, such as economic and social domains, the
models often contain less-credible relations [1,27,57]. Here, the relation is a pattern that connects a set of attributes describing
the properties of a concept underlying the data with a class/target attribute, which represents the concept. The term less-
credible means that the relation is of either low quality or high quality, but is meaningless to a human analyst. Meaningless
means that a relation’s semantic is contradictory to the human’s common sense or domain knowledge, and a meaningless
state can only be determined by including the human in the DM process. When the task is domain analysis, less-credible
relations must be eliminated from the constructed models, since they lead to incorrect conclusions about the most important
relations in the domain and can, consequently, undermine the human’s trust in the DM system [59].

The problem is illustrated by the example in Fig. 1. The decision-tree model on the right side of Fig. 1 represents a domain
model. The tree is constructed from the data (the table on the left side of Fig. 1) using the J48 algorithm in Weka [69] with
default parameters. The first three columns, or attributes, of this table represent properties of a person, while the final col-
umn, or class, indicates the person’s gender. Each row, or example, represents a person. In the tree, the node represents an
attribute, and the leaves represent the class. In each leaf, the number in brackets represents the number of examples that
reach that leaf. The tree contains a single relation, indicating that a person is a woman if the person has long hair and that
a person is a man if the person has short hair. The relation is of high quality, since the tree’s accuracy (ACC) is 100%. ACC
denotes the overall performance of the tree, expressed as the percentage of correctly classified examples out of all the exam-
ples classified by the tree. The relation is meaningless, however, since several men have long hair but are not women (as the
left branch of the tree suggests).

The problem that this paper examines most commonly stems from an incompleteness of data [52]. For example, adding
more rows and columns to the table in Fig. 1 would likely result in a different relation, but adding the right additional data
might be a demanding task. Humans, however, can detect weak relations in domain models using domain knowledge and
common sense.

The knowledge that men and women have long and short hair is objective in terms of common sense, as is the case in
Fig. 1, but it is hard to take a purely objective position when humans are involved. Humans can also be subjective in terms
of fairness; however this discussion is beyond the scope of this paper.

Although the relation in Fig. 1 is of high quality, its meaninglessness makes it less credible.
Another example was obtained through DM in a real-life domain. The decision-tree model presented in Fig. 2 is con-

structed with the J48 algorithm in Weka using the default parameters and a minimum number of instances per leaf (MNIL)
of 5. The tree is constructed from a data set composed of 37 attributes describing the research and development (R&D) sector
of a country, 167 examples representing countries and the class that differentiates countries according to their economic
welfare into ‘‘low’’, ‘‘middle’’ and ‘‘high’’ (see Section 4.1 for more information on this data set). In the tree, the subtrees form
the relations. In each leaf, the first number in brackets represents the number of examples that reach that leaf. The second
number represents the number of the examples of the class value other than the one represented by the leaf. The quantities
are expressed in decimals to account for the weights of the examples with missing values.

The tree contains three interesting relations. The first is that countries with better welfare invest extensively in R&D. The
relation contains attribute ‘‘GERD per capita (PPP$)’’ (GERD stands for Gross Domestic Expenditure on R&D and PPP$ for pur-
chasing power parity in American dollars), which represents the level of investment in R&D. This relation appears twice in
the tree. Both times, the ‘‘higher than’’ side of the subtree (>10.8 and >105.5) leads to leaves representing welfare better than
that on the ‘‘less than’’ side. One could conclude that the first relation is a valid candidate for a credible relation in the tree
because it is meaningful; that is, it is in accordance with domain knowledge [63] and common sense, it appears twice in the
tree and, both times, it makes a clear distinction between countries with different levels of welfare. This relation is marked in
bold in Fig. 2. The second relation—‘‘Sector investing the most in R&D’’ (the right subtree)—seems to be meaningless, since all
but one of the leaves represent the class ‘‘high’’, and the single ‘‘middle’’ leaf represents the countries for which the sector is
unknown (‘‘N/A’’ value). Therefore, the entire subtree can be replaced with a single node: ‘‘high’’. A detailed analysis shows
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body shape?
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Fig. 1. An example of a domain model (‘‘women have long hair and men do not’’), correctly constructed from incomplete data.
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Fig. 2. Decision-tree model constructed for an R&D domain.
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that the problem is caused by several missing values, resulting in a relation that is statistically correct but meaningless to
humans. The third relation—‘‘Sector employing the most researchers’’—distinguishes between ‘‘low’’ and ‘‘middle’’ countries.
However, for ‘‘middle’’ countries, any sector could be the main employer, which makes the relation meaningless. Due to their
lack of meaning, the second and third relations are not shown in bold. However, these relations should be verified with addi-
tional tests.

To eliminate less-credible relations from the models, both automatic and interactive approaches were suggested. Exam-
ples of the former include the pruning of decision trees [56], maximum-ambiguity-based sample selection for tree construc-
tion [67], alternative-node-selection measures in trees [70], fuzzy-entropy-maximization-based classification rule
refinement [66], and the correction of a quality estimate to eliminate the random rules with optimistically high values of
quality [47]. Typical examples of the latter suggest improvements in the form of new training examples [18] or a list of attri-
butes that better describe the class [59]. The presented approaches aim to improve the model’s predictive performance by
allowing meaningless relations to remain a part of the model, as long as they positively influence the quality. The resulting
models are not acceptable when the task is domain analysis.

In contrast to the presented approaches, we propose a method that constructs multiple models (for example, decision
trees) in an algorithmic manner, in order to examine the models’ relations for credibility. In this process, a human
observes relations in different contexts and, based on common sense, informal knowledge about the domain, the
observed relations’ frequency, and the stability and quality of the models in which the relations appear, concludes
which relations are credible and which are not. Credible relations are then extracted through a specifically designed rela-
tion-extraction scheme for overall conclusions. In parallel, credible models, composed of credible relations, are also
extracted.

Our method, which we have named Human–Machine Data Mining (HMDM), combines DM and human knowledge with
the main motivation of transforming the rather ad-hoc process of DM into a systematic procedure. The primary purpose of
HMDM is a domain analysis that increases the human understanding of the domain; therefore, HMDM aims to improve the
process of finding, not just the models with the best predictive performance, but credible relations and models. The infor-
mation that the human gathers from the process is just as valuable as the information gained from the results.

The benefits of using HMDM are as follows:

� Humans contribute their knowledge from the real world compensating for incomplete data.
� Computers contribute their immense computing speed and generate new hypotheses under human supervision.
� Humans contribute by directing computer searches into interesting hypothesis spaces.
� Humans perform in-depth analysis on existing data and design superior models in the real world.

The contributions of this paper are: (1) a novel IML method (HMDM) for extracting credible relations and models from
data, based on an interactive and iterative process that exploits the advantages of humans and machine algorithms; (2)
an extension of the corrected class probability estimate statistical measure, originally conceived for classification rules, that
allows it to work on decision trees; (3) interactive explanations of DM results, conceived to facilitate the extraction of cred-
ible relations and models; (4) a demonstration of the HMDM method on two real-life domains; (5) an evaluation of the inter-
active method through a user study.

The remaining part of the paper is structured as follows. The relevant literature is reviewed in Section 2. The interactive
method (HMDM) for the extraction of credible relations and models is defined in Section 3. Section 4 demonstrates the
method in the two complex macroeconomic domains. The method is evaluated in Section 5. Section 6 concludes the paper
and proposes future work.
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2. Literature review

In recent years, several methods have been designed to improve the cooperation between humans and DM methods
in interactive car systems [48], video retrieval [38], e-mail categorization [17,59], object recognition [18], sensory recom-
mendations [13], and citizen-science projects [31]. The literature indicates that involving a human in DM can signifi-
cantly improve the obtained results. For example, Kapoor et al. [29] proposed an interactive method for the iterative
readjustment of a kernel classifier’s decision boundaries, which outperformed automatic DM on three UCI real-life data
sets: ionosphere, sonar and heart. Mirchevska [45] showed that increasing human input increases a classifier’s predictive
performance; the best performance of the study was achieved in the fall-detection domain, for which the amount and
quality of human-provided domain knowledge was the highest. Stumpf et al. [59] presented a user co-training approach
that combines human- and automatically selected attributes. The resulting approach outperformed the automatic
co-training approach.

HMDM incorporates graphs inspired by a research field of explanations dealing with knowledge representations that
facilitate the interpretation and evaluation of DM results. The explanations are generally divided into model-based
[3,5,8,14,24,46,62] and instance-based [34,56,60] explanations, depending on whether the goal is to interpret and evaluate
the model or to interpret and evaluate the model’s prediction.

The majority of explanations start with the assumption that the underlying model does not contain less-credible rela-
tions. When this assumption does not hold, the human may draw incorrect conclusions from the presented explanation.
For this reason, Stumpf et al. [59] proposed an interactive explanation that provides the tools for a human to improve a model,
which Kulesza et al. [35] implemented. However, the presented interactive explanations are instance-based and oriented
towards improving the model’s predictive performance. Consequently, the underlying model can contain meaningless rela-
tions that only slightly improve predictive performance. Our task is different. Since our task is domain analysis, we propose
using interactive, model-based explanation structures to represent multiple models arranged in a specific manner. This facil-
itates the extraction of credible relations and models that are both meaningful and of high quality.

Cao et al. [7] grouped the approaches incorporating a human’s knowledge into the DM process under the term ‘‘domain
driven DM’’. Such approaches typically collect a human’s knowledge using some sort of interactive explanation, which
enables the human to directly or indirectly modify the model constructed by DM. The modifications are then translated into
a computer-understandable form of new training examples, labels for instances, a subset of attributes or constraints imposed
on future DM steps. For example, Fails and Olsen [18] and Žnidaršič and Bohanec [74] proposed approaches, in which the
human refines the model by providing new examples. MacKay [39], Cohn et al. [11], Tong and Koller [61] and Melville
et al. [44] presented an active learning approach, in which the system iteratively asks the human to provide a label for
the most informative instance until a satisfactory prediction performance is reached. Ware et al. [68] and Zhao and Yao
[72] described approaches for an interactive construction of decision trees that enable the human to test different attributes
at each tree-construction step. Stumpf et al. [59] presented a user co-training approach, in which two Naïve Bayesian clas-
sifiers—one representing the DM system’s view of the data and the other representing a subset of the attributes and their
weights as set by the human—are co-trained. Culotta et al. [15], Shilman et al. [58] and Huang and Mitchell [25] looked
at the DM process as an optimization process, in which the human’s knowledge is incorporated in the form of constraints.
Although these approaches propose a variety of modifications, their main goals are the same: to improve prediction by refin-
ing a single model. Moreover, they are not intended for domain-analysis tasks.

A typical domain-analysis approach, demonstrated by Nguyen et al. [49] and Osei-Bryson [51], is to: (a) construct multi-
ple models by varying the DM method’s parameters, (b) preselect models based on formal criteria, and (c) enable the human
to select one or several of the models based on informal knowledge. Since the models are automatically constructed, they can
contain less-credible relations, as presented in the introductory example. To eliminate less-credible relations from the anal-
ysis, we propose a new method, which upgrades the presented approach with attribute- and constraint-based modifications
typical of prediction tasks. In this manner, the relations in the models are examined for credibility, and only the relations and
models that prove to be credible are extracted.

Interactive approaches similar to ours are presented by Maeno and Ohsawa [40] and Kuntz et al. [36], who consider the
human to be a heuristic that guides the DM system towards association rules that are supported by the data and are, at the
same time, interesting for the human. In contrast, our method deals with classification and regression rules. Moreover, our
types of interaction and explanation differ from those of the related approaches.

Martens and Baesens [42] and Martens et al. [43] proposed a measure of justifiability that indicates the degree to which
an automatically constructed DM model is in line with existing domain knowledge. Based on a decision table constructed
from the model, the human expresses views of a domain by stating levels of attribute importance as weights. Inconsistencies
between the model and the human’s view are penalized more for attributes with higher weights, thus reducing the model’s
level of justifiability.

Feelders [19] selected monotonic decision trees as being in line with human expectations in economic domains. Multiple
trees were constructed from different random training and test data partitions in order to construct the monotonic decision
trees. The interest was primarily on estimating the percentage of monotonic trees constructed with an automatic decision
tree learner. In contrast, our approach constructs multiple models in a methodological manner to observe the interesting
relations in different contexts and to conclude which relations are credible.
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Some procedures of HMDM are based on attribute selection mechanisms. One method that has a similar purpose is Wrap-
per Attribute Selection (WAS) [33]. WAS aims to find the optimal subset of attributes for a specific DM method and a specific
data set, such that the prediction model constructed from these attributes is of the highest possible quality. To achieve this
goal, WAS conducts a search using the DM method as part of an evaluation function. In Section 5, we compare WAS with the
attribute selection mechanisms of HMDM.
3. Human–machine data mining

According to constructivist learning theory, the best learning framework for a human is experimental task-based learning,
which enables the human to actively integrate the acquired knowledge into his/her existing mental model of the domain or
to use the acquired knowledge to challenge and modify his/her existing model. Whereas a single model constructed with
classic DM is comparable to a teacher delivering a didactic lecture covering the subject matter, the IDM method that we pro-
pose is comparable to a facilitator helping a learner to understand the content [37]. A corresponding scheme is presented in
Fig. 3.

The basic idea of our approach is to construct multiple interesting models and relations from the data that can be
accepted by the human as meaningful and of high quality and, therefore, credible. Without the method for systematically
constructing, examining and extracting relations and models, a human would need to examine the search space of models
in a rather ad-hoc manner to find those that are credible. Since there are 22n

possible models for n binary attributes and a
single binary class, for n higher than four it would be very difficult for a human to analyze all hypothesized models. There-
fore, some method is needed to select a reasonable number of interesting hypotheses from all of the possible options. The
method we propose combines human understanding and raw computer power to enable a smart examination of the credible
relations and models within the huge search space of models. Through our approach, when DM methods perform a search,
humans examine and evaluate the results, make conclusions and redo the search in the way that seems most promising,
based on the previous attempts. In this way, the humans guide the DM to search the subspaces with the highest probability
of credible relations and models. Finally the humans, in their minds, construct the overall model of the domain using the
most interesting conclusions.

Our approach is based on the assumption that HMDM will help discover the credible relations and models from the enor-
mous number of possible models, despite humans’ subjectivity in terms of preference. Indeed, this is our experience in recent
years in most real-life domains. The novelty is that our approach transforms the rather ad-hoc process of DM into a system-
atic heuristic procedure.

We use two basic heuristics: First, we examine the whole set of various parameters (typically, the DM method’s param-
eters and attribute subsets) to obtain information about where the credible relations and models might be, and second, as
soon as a candidate model occurs, we apply several heuristics to cross-check the credibility of the observed and similar rela-
tions and models.

The cross-checking heuristics are based on two ideas. First, if a specific relation in a model is confirmed as credible, the
relation is added to the list of candidates for credible relations. When all relations from the candidate model are con-
firmed as credible, the model is added to the list of candidates for credible models. Second, the credibility of a relation
can be confirmed by deleting and attaching attributes. In other words, when the attributes that form a relation are
deleted from the data set and the resulting model (reconstructed from the reduced data) is of lower quality, the relation
gains in credibility, and vice versa. Similarly, when the attributes that form the relation are attached to a set of attributes
S and the quality of the model constructed from the resulting set exceeds the quality of the model constructed from S, the
relation gains in credibility. Relations and models that are both supported by the evidence and accepted by the human
are stored in the candidate lists, which are refined in new search cycles that are repeated until no new, interesting rela-
tions are found and no new evidence is observed that will confirm or disconfirm the credibility of the candidate relations
and models.
Data 

Domain knowledge, common sense, 
mental model of a domain

HMDM

Credible relations 
and models

New 
knowledge 

Fig. 3. Interactive data mining schema: A human and a computer cooperate to improve the human’s knowledge.
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3.1. Illustrative examples

The idea of the proposed approach is illustrated with two examples. The first example shows how to determine a rela-
tion’s credibility by attaching attributes, and the second example shows how to determine a relation’s credibility by deleting
attributes.

3.1.1. Attach attributes
Let there be a data set D, presented in the table in Fig. 4, which contains three binary attributes, A1, A2, A3, and a binary class

C. Then, J48 decision-tree models are constructed from D. First, several trees are constructed from all of the attributes with
different parameters of the J48 algorithm. From the constructed trees, the tree in the bottom-left corner in Fig. 4 is selected
as a candidate tree. The credibility of the relations contained within the candidate tree is examined through the construction
of additional trees. The constructed trees are arranged in an interactive explanation structure called an attached attributes
graph, an example of which is presented in the central part in Fig. 4. The root of the graph represents an empty attribute
set (NO ATTRIBUTES). The first node in the graph (A1 j 71.43) represents the tree constructed by attaching the attribute A1

to the empty set. This tree constructed only from the attribute A1 is presented in the top-middle part of Fig. 4. The quality
of this tree, expressed as the ACC, is 71.43%. The second node of the attached attributes graph represents the tree constructed
by attaching two attributes (A1 and A2) to the empty set. This is indicated by the hierarchical structure that connects the two
attributes in the graph. This time, the ACC of the corresponding tree is 100%. The third node in the graph represents the tree
constructed by attaching the attribute A2 to the empty set. Additional nodes that represent the trees constructed from other
combinations of attributes can be added to the graph; however, they are omitted here in order to simplify the example.

The presented graph contains one good candidate for a credible relation, which is marked in bold. Its credibility is estab-
lished by comparing the ACC of the trees constructed from A1, A2 and the combination of the two. Considering that the ACC of
the combination (100%) is considerably higher than the ACC of the other two trees (71.43% and 85.71%), the next step is to
examine the tree constructed from the combination of attributes for meaning. If the tree is meaningful to the human per-
forming the examination, a combination relation is established, which is denoted as A1 & A2. Although the relation is sup-
ported by the evidence, it has not been included in the candidate tree. The relation is added to the list of candidates for
credible relations, and this list is further reexamined for credibility through additional analysis steps, as explained in Sec-
tion 3.2. The credible model constructed from the two attributes is stored as well.

3.1.2. Delete attributes
In this example, J48 trees are constructed from a data set D0, presented in the table in Fig. 5, which contains three binary

attributes, A1, A2, A3, and a binary class C. This time, the trees are arranged in an interactive explanation structure named the
deleted attributes graph, which is presented in the central part in Fig. 5. The root of the graph represents the candidate tree
constructed from all three attributes (ALL ATTRIBUTES j 100). The candidate tree presented in the top-right corner of Fig. 5
indicates that a single important relation is the relation between the attribute A3 and the class. For the relation to be credible,
a new tree constructed from the data set obtained by deleting A3 from D0 should have a lower ACC. However, when A3 is
deleted, the ACC remains the same (100%). In the new tree, it can be seen that another attribute, A1, took the role of A3 in
the tree. When two attributes are semantically similar—for example, when both attributes represent the level of investment
in R&D, but one is expressed as ‘‘per capita’’ and the other as a ‘‘percentage of GDP’’—it indicates a redundancy relation. To
confirm the redundancy relation, the next step is to delete both attributes from D0 and to construct a tree from the reduced
data set. Since the ACC of the new tree falls (to 71.43%), the redundancy relation A1jjA3 is established and added to the list of
candidates for credible relations.
Fig. 4. Example of a combination relation established for the data set D by constructing J48 decision trees.
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Fig. 5. Example of a redundancy relation established from the data set D0 by constructing J48 decision trees.
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These illustrative examples presented the procedures for establishing combination and redundancy relations by attaching
and deleting attributes. Combination and redundancy are two types of credible relations that can be extracted through the
relation-extraction scheme we propose. An additional mechanism for determining relations’ credibility attributes the levels
of credibility to relations and represents the second dimension of the relation-extraction scheme, which is appropriately
named the type-credibility scheme. The additional mechanism is described next.

3.2. Credibility

The second dimension of the type-credibility scheme attributes one of the three levels of credibility to a relation. The level
is determined by observing the relation’s frequency and stability through multiple models within the attached and deleted
attributes graphs. The first-level relation frequently appears in models and is stable. Its stability is determined by observing
changes in its quality, caused by the presence or absence of a relation in the data. In other words, the deletion of attributes
from a stable relation generally causes a fall in the quality of the models constructed from the reduced data, and vice versa.
The second-level relation is frequent, but less stable. For example, the deletion of attributes from a less-stable relation causes
a fall in quality in one case and an increase in quality in another case. Second-level relations frequently describe subgroups
within the data. The third level contains all the other relations, which are of low quality and/or for which the presence or
absence of relations in the data does not affect the quality. These are, consequently, less interesting for the analyst. Because
the nodes in the graphs indicate the levels of credibility, they are referred to as credibility indicators.

Based on the proposed relation-extraction scheme, we derive the following definitions:

Definition 3.2.1. Meaning is a subjective criterion attributed by the human based on common sense, informal knowledge
about the domain, observed frequency and the stability of a relation. A relation can be either meaningful or meaningless. The
boundary between the two states is human-defined, but based on observed evidence.
Definition 3.2.2. Quality is an objective criterion that indicates the support of the selected quality measures. Quality is
expressed in both numeric and discrete form. In the latter form, the quality can be either high or low. A high-quality model
has a higher quality than that of the baseline, while a low-quality model has a quality that is equal to or lower than that of
the baseline. The baseline is domain-dependent. A high-quality relation appears in the high-quality model, and a low-quality
relation appears in the low-quality model.
Definition 3.2.3. Credibility is a property of trustworthiness. A credible relation is both meaningful and of high quality. A
less-credible relation is either meaningless, of low quality or both. A less-credible relation is less often confirmed in the
search process. Relations that are confirmed more often and more strongly are more credible. A credible model is composed
of credible relations.

The motivation for defining the types and levels of credibility is similar to the motivation behind the multi-view approach
to intelligent data analysis [9], which is to enable different users to view data from different perspectives in order to find the
relations that best describe the domain in terms of both quality and meaning.

3.3. The algorithm

The credible relations and models are extracted with the help of the type-credibility scheme using the following
procedure:

(1) The human begins the analysis by supplying the data of interest,
(2) Within the loop, the human:
(a) initializes the search by finding an initial model,
(b) interactively searches the domain around the initial model, guiding the search with the help of:
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� DELETE_ATTRIBUTES and ATTACH_ATTRIBUTES procedures and the expand credibility indicator tool,
� several quality measures (Section 3.4) and the heuristic function in Eq. (1).
We call this method Human–Machine Data Mining (HMDM). It is based on a typical DM search, consisting of choosing an
interesting subset of attributes and then performing DM with various parameters. However, rather than ending with the best
model, as is common in a DM search, HMDM relies on human decisions to choose one or a couple interesting candidate mod-
els, then re-analyzes them by changing the parameters and attributes in the prescribed manner and repeats the loop until
the relations within the model(s) are confirmed or rejected. Too many variations of search options cause a combinatorial
explosion; however, the search is guided by a human’s goal: to verify the already-found interesting relations. As seen in
the examples in Section 4, several variations can quickly be discarded as unpromising, and the interesting ones can receive
human attention, demanding only reasonable time consumption.

The steps of the HMDM algorithm are as follows, with human parts denoted with (H) and computer parts with (C):
Step 1 – Select a data set: H: The human selects a data set that describes a domain of interest.
Step 2 – Modify the attribute set: H: The attribute set modification step is omitted when the data is analyzed for the first

time. During the first cycle of analysis, the human may hypothesize that certain attributes expressed in a different form may
contribute to domain understanding (for example, a new attribute indicating the sector that invests the most in R&D, rather
than six attributes indicating the percentage shares of the total investment made by the six sectors). In the second cycle, the
human constructs new attributes to test the hypotheses by applying sum, min, max or ratio functions on two or more
numerical attributes.

In contrast, when the human establishes that certain attributes are not interesting for further analysis, he/she eliminates
those attributes by applying different forms of granulation [2].

C: When the human decides that a too-large number of attributes disrupts the analysis, he/she executes an arbitrary auto-
matic attribute subset selection method.

Step 3 – Select DM method: H: The human selects one or several of the DM methods designed for supervised learning
problems, which are capable of producing models in a human-understandable form (the HMDM method was tested and ver-
ified on decision and regression trees; the examples are presented in Section 4).

H, C: For any chosen DM method, the human–computer session is performed until the human explores all the interesting
models, meaning that no new high-quality models containing meaningful relations are constructed.

Step 4 – Select parameters and their ranges, define constraints: H: By defining the parameters and constraints, the
human defines his/her preferences regarding the hypothesis subspace searched by the DM method. For example, the sub-
space may consist of all the decision trees containing two or more relations.

Step 5 – Initial DM: This step represents an exploratory data analysis phase [41].
C: The INITIAL_DM procedure constructs all the models possible with the selected DM method and the defined parameters

that satisfy the constraints. When multiple models are constructed, they are sorted using the predefined criteria. To reduce
information overload, additional instances of the same model are removed. If no models are constructed, the human is redi-
rected to Step 3 to select another DM method, under the assumption that another knowledge representation would be better
suited to the domain. If all DM methods fail to construct models, the analysis is terminated. This step resembles the construc-
tion part of the random forest algorithm [6], with the difference being that the human defines the way in which the new
models are constructed.

H: Once they have been constructed, the human examines the models in decreasing order of sorting criteria and selects
one or several interesting models for further analysis. Here, the human may even select a low-quality model if he/she wants
to obtain additional evidence regarding whether the relations in the model are credible.

Step 6 – Interactive domain search: Each model marked as interesting is a starting point in the search for credible rela-
tions and models. The searching steps of deleting and attaching attributes are separately executed for each model, which
takes on the role of the initial model during these steps.

C: In this process, the first step is the execution of the DELETE_ATTRIBUTES procedure. This procedure constructs a deleted
attributes graph by first deleting attributes from the initial model and then deleting attributes from the models constructed
from the reduced attribute sets. An attribute is added to the graph when: (a) the quality of a model M0 constructed after elim-
inating the attribute (using INITIAL_DM and selecting the top-ranked model) is lower than the quality of the superordinate
model M and (b) the structure of M0 is different from the structure of M. In other words, the procedure terminates the process
of adding new attributes to the graph’s depth when the first attribute that either improves the model’s quality or reduces its
quality but does not change its structure is encountered. The procedure resembles WAS with a backward elimination
approach [33]. The main difference is that our procedure returns a human-readable graph that contains multiple models
and relations constructed from different attribute subsets. The human uses the graph to examine the relations and models
for credibility, considering not only their quality, but also their meaning. In contrast, WAS outputs the highest-quality model
found, while hiding the models and relations constructed in the process from the human.

H: If the human hypothesizes additional interesting relations that are not included in the graph, the human refines the
graph by applying the expand credibility indicator tool. The human examines the constructed graph, extracts credible rela-
tions and models with the help of the type-credibility scheme and adds them to the list of candidates for credible relations
and models.
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C: The candidate relations are further examined by attaching the attributes from the relations. This is achieved by exe-
cuting the ATTACH_ATTRIBUTES procedure, which systematically constructs credibility indicators in reverse order from that of
DELETE_ATTRIBUTES, starting with an empty set and then gradually attaching attributes from the subset. The main difference
between the two procedures is that the ATTACH_ATTRIBUTES procedure adds a new attribute to the graph when the quality
increases after attaching the attribute, and the attached attribute is present within the model’s structure. The procedure
resembles WAS’s forward selection approach [33], with the main difference being in the termination condition. WAS termi-
nates the search when a new attribute does not increase the quality of the constructed model. In contrast, our procedure will
also terminate the search when the quality improves, but the model’s structure—that is its meaning—remains the same. This
occurs when the attached attribute appears in models constructed from cross-validation folds, but not in the model output-
ted by the DM method. Humans find such cases confusing and lacking in added value for further analysis.

H: When the human hypothesizes additional interesting relations, he/she also reexamines them, either by selecting a spe-
cific subset of attributes to serve as an input to the automatic procedure or by refining the graph with the help of the expand
credibility indicator tool.

H: To confirm or reject the established type of relation, the human applies the heuristic function in Eq. (1), called ‘‘inter-
action’’, proposed in Jakulin [26].
IðSÞ ¼ �
X
T # S
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 !
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S represents a set of attributes from the relation to which the class is added. P(v) represents a (joint) probability distri-
bution for values of attribute(s) within the subset T # S. A positive interaction indicates a synergy between the attributes,
that is, a combination. A negative interaction indicates an overlap between the attributes, that is, redundancy.

Step 7 – Store credible relations and models, integrate conclusions: C: The relations and models confirmed as credible by
the human are stored.

H: The human integrates the conclusions based on the credible relations and models with the conclusions made from pre-
vious analyses of the same data.

We should note that an automatic attribute construction method is not used in Step 2, since (a) the human is focused on
those combinations of attributes that he/she finds interesting from the results of previous analyses; (b) this is a hypothesis
testing step, not a data exploration step [41], and it is not relevant to bring additional combinations to the human’s attention
that do not bear meaning for the human (for example, the total number of female researchers and the percentage of female
researchers will not offer any additional insight into an analysis regarding how various segments of the R&D sector influence
a country’s economic welfare); and (c) the literature suggests the construction of domain-specific attributes in the presence
of domain knowledge [22].

3.4. Quality measures

Comparisons between the models within the deleted and attached attributes graphs are based on several quality mea-
sures. First, for each group of the classification and regression models, we implement two standard measures of quality that
are applicable to a wide spectrum of models. Second, we propose a measure of the corrected class probability estimate
(CCPE). The measure was originally conceived to operate with classification rules [47], but we adjusted it to operate on deci-
sion trees. Note that the CCPE is applicable to transparent-box models other than decision trees. However, in this paper, we
present only the adjustment for decision trees. Finally, we propose a qD measure that connects the presented measures into a
single, quality-based comparison criterion.

3.4.1. Standard measures
The quality of the classification models is estimated with two standard measures: ACC (see Section 1) and Kappa. Cohen’s

Kappa indicates whether the agreement between the classifier’s predictions and the actual class values exceeds the chance
level [10]. In theory, the values of Kappa are distributed within the [�1, 1] interval, where values less than or equal to 0 indi-
cate a random classifier and a value of 1 indicates the best classifier. In practice, we did not consider the random classifiers
with negative Kappa.

The quality of the regression models is estimated with two measures. First, similar to the ACC, the correlation coefficient
(CC) denotes the overall performance of a regression model, expressed as a statistical correlation between the predicted and
the actual target attribute’s values. The CC is distributed within the [�1, 1] interval, where ‘‘negative values should not occur
for reasonable prediction models’’ [69]. A CC of 0 denotes the worst, while a CC of 1 denotes the best model. Second, similar to
Kappa, the relative absolute accuracy (RAA) indicates how much the model exceeds the chance level. The RAA is computed by
subtracting the standard measure of the relative absolute error [69] from 100, such that higher values denote a better model.

3.4.2. Adjustment of the CCPE
The CCPE reflects the decision tree’s quality in comparison to the qualities of all possible decision trees constructed from

the data. The values of the CCPE are distributed within the [0, 1] interval, with 0 indicating the worst and 1 indicting the best
decision tree.
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The CCPE corrects the standard class probability estimate (CPE), which is prone to assigning optimistically high values to
random patterns in the data. This optimism is reduced by subtracting the proportion of rules with qualities higher than that
of a constructed rule from the CPE of that rule.

To compute the CCPE for a decision tree, we observe the tree as a group of relations or rules. For each relation, the prob-
ability of the majority class in the leaf (that is, the CPE) is computed first. The value of the CPE is then reduced by the pro-
portion of the relations whose qualities are higher than that of the examined relation. For this purpose, we compute the
Fisher–Tippet extreme value distribution (EVD), which represents the qualities of all possible relations that can emerge in
decision trees constructed from the data. The distribution parameters are computed from a random sample of decision trees
constructed from the data, which means that they are estimates and cannot guarantee that all the possible trees have been
considered. Finally, the CCPE for each relation is weighted by the proportion of examples covered by the relation and then
summed to obtain the CCPE for the tree. The described procedure is composed of two parts: one for computing the EVD and
another for computing the tree’s CCPE.

The procedure for computing the l parameter of the EVD is presented in Table 1. The EVD has two parameters: l, rep-
resenting location, and b, representing scale. The statistic sampled to compute the EVD is a log-likelihood ratio statistic (LRS),
computed using an equation from the fourth line in Table 2. For the LRS, b is always equal 2. Therefore, the procedure com-
putes only the l parameter, which is dependent upon the maximum depth of the tree. For each depth, l is computed by
constructing a predefined number of trees (in our case, 1000) from the given data, under the assumption that there is no
relation between the attributes and the class. For each tree, the LRS of the best relation is sampled, and l is computed as
a median of the LRS sample + 2ln ln2. The trees within the procedure are constructed using the modified J48 algorithm from
Weka, which we modified to: (a) use the LRS instead of the entropy and (b) complete the construction of the tree at the pre-
defined maximum depth.

The procedure for computing the tree’s CCPE is presented in Table 2, in which s denotes the number of the majority class c
examples that reached the leaf, n is the number of all the examples that reached the leaf, sc is the number of the majority
class examples that did not reach the leaf, and nc is the number of all the examples that did not reach the leaf.

3.4.3. qD measure
Within the deleted and attached attributes graphs, the effect of deleting and attaching attributes is assessed through the

summary measure qD. Let ACCD be the difference in the ACC between a classification model constructed by deleting an attri-
bute and the initial classification model, CCPED be the difference in the CCPE and KappaD in the Kappa, then qD is computed as:
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By dividing with 100, we reduce the ACC to the same scale as that of the CCPE and the Kappa, so that all measures are
equally weighted. The interpretation of the values for qD differs based on whether the attributes are being deleted or
attached and is prescribed by the type-credibility scheme. Similarly, for regression models, qD represents a linear combina-
tion of CC and RAA, where RAA is divided by 100.

In summary, the HMDM algorithm contains the following components:

(1) the collection of the DM and ML algorithms, such as Weka or Orange [16], used for constructing models from data;
(2) procedures: INITIAL_DM, DELETE_ATTRIBUTES, ATTACH_ATTRIBUTES, COMPUTE_EVD and COMPUTE_CCPE;
(3) tools: the expand credibility indicator;
(4) standard routines, such as attribute selection;
(5) quality measures and the heuristic function.

The HMDM algorithm is available for academic purposes as a research software tool at http://dis.ijs.si/Vedrana/
HMDM.htm, where you can also find the flowchart of the HMDM algorithm.
4. Real-life examples

This section presents two applications of the HMDM method on the real-life domains of higher education and R&D. First,
the domains and their corresponding data sets are introduced. Second, the experimental setup is described. Third, the step-
by-step example of applying HMDM to the higher education domain is presented, followed by the conclusions drawn from
the analysis. Finally, we present the conclusions from the analysis of the R&D domain.
4.1. Domains

4.1.1. Higher education domain
The aim of this analysis was to understand which segments of the higher education sector have an impact on the

economic welfare of a country. To accomplish this task, we collected data for the year 2001, composed of 60 attributes
representing the higher education sector and 167 examples representing countries from two statistical databases provided
by the UNESCO Institute for Statistics (http://www.uis.unesco.org) and the USAID Global Education Database (http://
ged.eads.usaidallnet.gov). From these data, two data sets were created: HI-EDUclass and HI-EDUreg. The former was intended
for the construction of the classification and the latter for the construction of the regression models. In both data sets, the
economic welfare was represented with the class GNI per capita, where GNI stands for the Gross National Income and
denotes the total value of goods and services produced within a country [4]. The class for HI-EDUclass was collected from
The World Bank database (http://www.worldbank.org) in a discrete form that represents the official classification of the
countries into income levels: low—745 US$ per capita or less (50 countries); middle—746–9205 US$ per capita (79 coun-
tries); and high—9206 US$ per capita or more (38 countries). The class for HI-EDUreg was obtained by transforming the
discrete class into a numerical representation by encoding low as 1, middle as 2 and high as 3. Within the preliminary
research [64], we experimented with the class stated in US$; however, the resulting regression trees were of poor quality
(CC of 0.52).

In the advanced stages of the analysis, modifications steps (corresponding to Step 2 of the HMDM algorithm) were
applied to the two data sets, resulting in HI-EDUclass-mod and HI-EDUreg-mod. The former was obtained by constructing nine
attributes based on the observations and deleting twenty attributes differentiating between the female and male students
(since the better status of females in higher education is a consequence of better economic welfare). The latter data set
was obtained by deleting twenty female-male status attributes.

For the purpose of testing HMDM, we also collected data for 2010. The same set of 60 attributes was collected, and the
same modification steps were applied. After examples with significant proportions of missing values were eliminated, the
final 2010 data sets comprised 125 examples.
4.1.2. R&D domain
The aim of this analysis is to understand which segments of the R&D sector have an impact on the economic welfare of

a country. For this purpose, we collected data for the year 2001, composed of 48 attributes representing the R&D sector
and 167 examples representing countries from two statistical databases provided by the UNESCO Institute for Statistics
(http://www.uis.unesco.org) and WIPO (http://www.wipo.int). Two data sets were created: first, for the discrete GNI
per capita class (R&Dclass) and, second, for the numeric GNI per capita class (R&Dreg), this time expressed in US$ (source:
The World Bank). Modifications of the two data sets (R&Dclass-mod and R&Dreg-mod) were obtained by constructing 19
attributes.

Data sets for 2010 were also created. These had the same structure as the data sets for 2001, but contained 78 examples.
The presented data sets, a description of the attributes therein, and a description of modifications are available at http://

dis.ijs.si/Vedrana/economic-analysis.htm.

http://dis.ijs.si/Vedrana/HMDM.htm
http://dis.ijs.si/Vedrana/HMDM.htm
http://www.uis.unesco.org
http://ged.eads.usaidallnet.gov
http://ged.eads.usaidallnet.gov
http://www.worldbank.org
http://www.uis.unesco.org
http://www.wipo.int
http://dis.ijs.si/Vedrana/economic-analysis.htm
http://dis.ijs.si/Vedrana/economic-analysis.htm
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4.2. Experimental setup

The HMDM method was applied in combination with both the classification and regression DM methods. The classifica-
tion models were constructed using the J48 and regression models using the M5P algorithm [55] from Weka. For the J48
algorithm, two parameters that control the model’s complexity were selected: MNIL, with values ranging from 2 to 15,
and reduced-error pruning (REP), with on/off values. For the M5P, only the MNIL parameter was selected, with values rang-
ing from the default 4 to 15. For parameter values other than those stated, the default values set in Weka were used.

Separate analyses were conducted for 2001 and 2010 by two independent persons. Both humans executing HMDM for a
particular year possessed general knowledge of a knowledge representation constructed by a selected DM method (a deci-
sion or regression tree) needed to interpret the model and to extract relations. Each human first extracted candidate relations
by observing the quality, frequency and stability of the relations. Then, each human refined the set of candidates using
domain-related literature.

The quality of the constructed models was computed using a 10-fold cross-validation [32] with a random seed equal to 1.
For the one-decade-apart comparisons (2001 to 2011), there were insufficient data available on the Internet to enable fair

comparisons.
4.3. Analyses with the higher education data

4.3.1. An example of constructing decision trees from the higher education data
The INITIAL_DM procedure was applied to the HI-EDUclass data set with the parameters defined in Section 4.2. From the 14

decision trees returned by the procedure, we selected the tree constructed with the parameter MNIL 7. The tree was of the
highest quality (ACC 71.86%; CCPE 0.5879; Kappa 0.5497) but, at the same time, contained relations meaningless in the con-
text of the analysis. For example, consider a relation indicating the importance of the percentage of students graduating in
agriculture: First, based on our common sense, we doubted that the relation was important for a country’s welfare (since we
would expect that the percentage of graduates in science would have a higher impact); second, the relation did not make a
clear distinction between countries of different levels of welfare.
4.3.1.1. Delete attributes. In order to examine the credibility of the relations in the initial tree, we began the analysis by con-
structing a deleted attributes graph: first, by applying the automatic DELETE_ATTRIBUTES procedure, and second, by refining the
graph with the credibility indicator tool to test additional hypotheses. In the interactive approach, the human directed the
search of DM methods towards the parts of search space not considered by the automatic DELETE_ATTRIBUTES procedure, but still
containing evidence that could support or reject interesting relations and models. For example, the nodes below the fourth
node in Fig. 6a (the root is not counted as a node) are added interactively to verify discovered relations. Note that the com-
plete graph is larger, but that we have presented only one part with interesting findings.

The graph is presented in Fig. 6a. The root node represents the initial tree, which is constructed from all attributes. The
numbers divided by the vertical bar represent the ACC, CCPE and Kappa of the initial tree. The first node represents a tree
constructed from the reduced data set, which is obtained by deleting the attribute ‘‘Gross outbound enrolment ratio’’ (GOER)
extracted from the initial model. The numbers in brackets that follow the quality measures serve to track the changes in
quality between the current tree and the initial tree. The last number represents qD, which indicates the total change in qual-
ity between the two trees. By observing the node, we can extract the first candidate for a credible relation, which indicates
that the mobility of students (GOER) is important to a country’s welfare. The evidence supporting the relation is the follow-
ing: When the GOER attribute is deleted, all three quality measures fall (as indicated by the negative values in brackets),
resulting in a qD of�0.0741. The node representing the relation is marked by HMDM (based on an objective quality criterion)
in bold to indicate the candidate for the credible relation. The second node represents a tree constructed by deleting both the
GOER and the ‘‘Public expenditure on education as % of GNI’’ (PE-GNI) attribute. Here, a hierarchical structure represents a
deletion of multiple attributes, and the second number in brackets represents the difference between the current tree and
the superordinate tree. For the second node, we can observe a negligible fall in quality (qD of �0.0779) in comparison to that
of the superordinate tree (qD of �0.0741), which may indicate a redundancy relation. To confirm the redundancy, we visually
observe the tree represented by the node to discover whether it contains an attribute semantically similar to PE-GNI. We
establish that the attribute ‘‘Current expenditure on education as % of GNI’’ (CE-GNI), which, indeed, represents the same
semantic category takes the place of PE-GNI in the tree. Both attributes represent the level of investment into all levels of
education. While public expenditure is composed of both current and capital expenditures, current expenditures (CE-GNI)
form the majority of public expenditures. Considering the lack of ontology describing such semantic relations between attri-
butes, this domain knowledge was incorporated into the DM process by the human. The deletion of the CE-GNI attribute
(third node) confirmed the redundancy relation PE-GNI k CE-GNI with a fall in all quality measures. In addition, the relation
was confirmed by the negative interaction of �0.049. This relation represents the second candidate for credible relations.
Finally, the three nodes—fourth, fifth and sixth—indicate the third candidate. The three attributes beginning with ‘‘Gross
enrolment ratio. ISCED 5 and 6’’ (GER) all represent the level of participation in higher education, expressed as total partic-
ipation, the participation of females and the participation of males, respectively. The three attributes substitute for one
another, and when they are deleted together, the fall in quality is considerable (qD of �0.1126). The semantic relation
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Fig. 6. Graphs constructed from the higher education data: (a) deleted attributes graph and (b) attached attributes graph.
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was again established by the human. Therefore, we can establish the redundancy relation GER–Total k GER–Male k GER–

Female.
4.3.1.2. Attach attributes. We further reexamined the relations from the list of candidates for credible relations by construct-
ing an attached attributes graph. The graph is constructed with the automatic ATTACH_ATTRIBUTES procedure and refined by the
interactive expand credibility indicator tool.
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The graph in presented in Fig. 6b. The root of the graph represents an empty attribute set. The nodes at the first level of
the hierarchy represent the trees constructed only from the attribute in the node. The nodes at the deeper levels represent
trees constructed from the combination of attributes. As in the deleted attributes graph, each node contains the three mea-
sures of quality and the differences in qualities. In contrast to the deleted attributes graph, in this graph, the positive differ-
ences are preferred.

In the presented graph, only three nodes are interesting for further analysis based on the quality criterion; these are
marked in bold by the HMDM. The first indicates the combination of GER–Total and GOER (fourth node): When the tree
is constructed only from the GER–Total (third node), the qD is negative (-0.1905); similarly, when the tree is constructed only
from the GOER (ninth node), the qD is again negative (-0.842); however, when the tree is constructed from the combination
of the two attributes, the qD is positive (0.1914). To confirm the relation, we examined the tree represented by the fourth
node (in Fig. 7a) for meaning. The tree contains meaningful relations, which indicates that, for better welfare it is important
to stimulate participation in higher education and to improve student exchange programs, especially for those students that
leave the country to study abroad. The relations are common sense and are partly supported by the literature (see Sec-
tion 4.3.2). Based on the presented evidence, the combination relation GER–Total & GOER is established. Based on additional
analyses, we determined that the trees of similar structure, semantics and quality are obtained by substituting the GER–Total
with any of the GER–Female or GER–Male attributes. Therefore, the relation GER–Total & GOER is translated into the
(GER–Total k GER–Male k GER–Female) & GOER relation. Since the relation with its subparts is frequent and stable through
both the deleted and the attached attributes graphs, it is attributed with the first level of credibility. In addition, the positive
interaction supports the relations of GER–Total & GOER (0.0193), GER–Male & GOER (0.0095) and GER–Female & GOER

(0.0037). The second and third interesting nodes support the relation PE-GNI k CE-GNI. Both nodes (fifth and sixth in the
attached attributes graph) represent trees of higher quality than that of the initial tree, which is indicated by a positive
qD of 0.1381 and 0.0016. By observing the trees, we can see that the two attributes substitute for each other. The tree con-
structed from the GER–Total and PE-GNI (fifth node) is presented in Fig. 7b. It indicates that for ‘‘low’’ countries to improve
their welfare, it is important to increase investment in all levels of education. The other tree, constructed from the GER–Total
and CE-GNI attributes (sixth node), differs from the first tree only in the left subtree, where the PE-GNI subtree in Fig. 7b is
replaced by the CE-GNI subtree, which divides ‘‘low’’ and ‘‘middle’’ countries in the same manner. This relation is common
sense and is supported by the literature (see Section 4.3.2). The relation is attributed with the second level of credibility,
since it describes a subgroup within the data.

4.3.1.3. Integrate conclusions. Several hundred additionally constructed trees confirmed the first impression, which was that
the most important measure to improve welfare is to stimulate participation in higher education and to improve student
exchange programs, especially for those students that leave the country to study abroad: (GER–Total k GER–Male k GER–

Female) & GOER. In addition, developing countries should increase their levels of investment in all levels of education: PE-

GNI k CE-GNI.

4.3.2. Conclusions from the analyses of the higher education data
Additional analyses were performed by constructing decision trees from the HI-EDUclass-mod data set and regression trees

from HI-EDUreg-mod. As a result, we extracted the following credible relations:

� First level of credibility:
- (GOER k ‘‘Outbound mobility ratio (%)’’) & (GER–Total k GER–Male k GER–Female k ‘‘Tertiary students per 100,000 inhabit-

ants’’). The most important measure to improve the welfare for all countries is to stimulate participation in higher edu-
cation and to improve student exchange programs, especially for those students that study abroad.

� Second level of credibility: When the measures belonging to the first level have been taken, the additional measures are:
– PE-GNI k CE-GNI k ‘‘Public expenditure on education as % of GDP’’. For ‘‘low’’ countries to improve their welfare, it is

important to increase the level of investment in all levels of education.
Gross outbound enrolment ratio

<= 1.28 > 1.28

low (52.52/9.52)

<= 16.31

middle (43.35/10.52)

> 16.31

middle (47.71/13.0)

<= 43.31

high (23.42/3.14)

> 43.31

ACC 74.85%; CCPE 0.7047; Kappa 0.5944 ACC 73.65%; CCPE 0.6767; Kappa 0.5811

Gross enrolment ratio.
ISCED 5 and 6. Total

Gross enrolment ratio.
ISCED 5 and 6. Total

<= 16.31 > 16.31

low (52.67/12.63)

<= 5.3

middle (24.72/4.57)

> 5.3

middle (56.01/14.67)

<= 43.31

high (33.6/9.2)

> 43.31

Gross enrolment ratio.
ISCED 5 and 6. Total

Public expenditure on 
education as % of GNI

Gross enrolment ratio.  ISCED 5 and 6.  Total

(a) (b)

Fig. 7. Two credible trees constructed from: (a) the GER-total and GOER, MNIL 11 and (b) the GER-total and PE-GNI, MNIL 11.
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– ‘‘Percentage of tertiary graduates in science’’. For ‘‘middle’’ countries to improve their welfare, it is important to stimulate
students to complete science programs at the level of higher education.

– ‘‘Inbound mobility rate’’. In addition, the ‘‘middle’’ countries should attract more foreign students.

Note that the second-level relations are not harmful for countries that they do not explicitly address; rather, they are just
not as important. Some other relations, like ‘‘Percentage of tertiary graduates in education’’, emerged during the initial DM,
but additional analyses revealed that they belong to the third level of credibility; thus, they are not discussed further.

Compared to the relations from the year 2001, in 2010, we observed only a couple of changes. While the level of enrol-
ment remained the most important measure and the ability to attract foreign students remained as important as it had
before, stimulating students to study abroad did not appear important. At the second level, the single relation that was
no longer important was stimulating students to complete science programs at the level of higher education.

Several of the presented relations have been recognized within the related work, showing the ability of the HMDM
method to find important relations in the domain. The importance of the level of participation in higher education was rec-
ognized by Keller [30]. Furthermore, the importance of the investment in education was acknowledged by Gylfason [23], and
the importance of participation in science-oriented higher education programs was noted by Varsakelis [63]. With the help
of the HMDM method, we further discovered that a higher mobility of students is also very important for improved economic
welfare. This relation was not directly discussed in the related work [23,30,63]. In contrast to the related work, our method
provides a classification scheme that not only differentiates credible relations from less-credible relations, but also indicates
how credible the discovered relations are and presents the relations in a human-readable form.

4.4. Analyses with the R&D data

Five relations emerged as credible. The ‘‘GERD per capita (in PPP$)’’ k ‘‘GERD as % of GDP’’ k ‘‘GERD as % of GNI’’ relation
belongs to the first level of credibility, indicating that the most important factor for improving welfare is increasing the level
of investment in R&D. GERD stands for Gross Domestic Expenditure on R&D, denoting the expenditure on R&D performed in
a national territory during a given year [50]. PPP$ stands for purchasing power parity in American dollars. A statement of
GERD in PPP$ allows for fair comparisons between countries. The importance of GERD has been acknowledged in economic
literature. GERD is generally used as a control relation [63] to examine how successful a proposed method is at detecting
important relations within a domain. The second level of credibility contains four relations. The first relation indicates that,
to improve welfare, it is important to increase the number of employees in the R&D sector: ‘‘Researchers per million inhabitants

(head count)’’ k ‘‘Researchers per million inhabitants (full-time equivalent)’’ and ‘‘R&D personnel per million inhabitants (head count)’’ k
‘‘R&D personnel per million inhabitants (full-time equivalent)’’. The second relation indicates that, for ‘‘low’’ countries, it is impor-
tant to intensify work on innovations with the help of foreign experts: ‘‘Application for patents (non-residents)’’. The third rela-
tion indicates that the work on innovations should be intensified, as reflected in a higher number of patents: ‘‘Applications for

patents per million inhabitants’’ and ‘‘Grants of patents per million inhabitants’’. The fourth relation indicates that the business
enterprise sector should be the key leader in R&D activities: ‘‘Sector employing the most researchers’’ k ‘‘Sector employing the most

R&D personnel’’ k ‘‘Sector investing the most in R&D’’ k ‘‘Source of funds for R&D – Business enterprise (%)’’. Finally, although there is
some evidence that the amount of exported goods and services obtained as a result of intensive R&D activities is important
for a country’s welfare, the direction of this relation remains unexplained. The literature supports these conclusions (for
example, Furman et al. [20]).

Relations for 2010 did not change considerably compared to those of 2001. Additional evidence was observed to indicate
that having a government sector as the key leader in R&D activities negatively influences a country’s welfare. ‘‘Source of funds

for R&D – Government (%)’’ emerged as a relation of the second level of credibility.
The most important first-level credibility relations are the same for both years, with an exception being student mobility

in the higher education domain.
5. Evaluation

The procedures in HMDM that are based on attribute selection mechanisms are similar to those in WAS, since they all
construct multiple attribute sets and models to obtain the best results. Therefore, we begin the evaluation by drawing a line
between the two methods. We then present an experimental setup, results of comparisons and a discussion of the results.
This is followed by a user study, which was conducted to understand whether humans accept credible models as better than
automatically constructed models. Finally, the evaluation is concluded by drawing a line between the current study and the
authors’ previous work.

5.1. HMDM vs. WAS in attribute selection and overall

The goal of WAS is to find the optimal subset of attributes that will result in the highest-quality possible prediction model
that can be constructed with a specific DM method from a specific data set. The optimal subset does not need to contain all
attributes relevant to the analysis. An attribute’s relevance is defined as the systematic variation of the attribute’s values
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with category membership [21]. Kohavi and John [33] showed that predictors may benefit from the omission of relevant
attributes and the addition of irrelevant attributes. For example, John [28] examined cases in which adding relevant attri-
butes to the data set results in decision-tree models having lower quality.

Unlike WAS, HMDM emphasizes domain analysis and an understanding provided by humans. WAS optimizes for a formal
maximum quality only, and, as a consequence, semantically irrelevant attributes and relations may exist in the constructed
model. In contrast, HMDM optimizes for both meaning and quality by: (a) discovering as many relevant attributes as pos-
sible by constructing relations and models from them; (b) supporting the human while assessing the credibility of the rela-
tions and models; and (c) supporting the human while extracting credible relations and models. In addition, HMDM helps
the human by providing insights during the process, while WAS keeps information hidden. Finally, the output of WAS is one
model, while the output of HMDM consists of multiple relations and models, as well as human conclusions obtained through
the analysis. It should be noted, however, that WAS is several times faster than HMDM and requires no human intervention.

In the following sections, we will compare HMDM and WAS in domain analysis tasks using two real-life domains.

5.2. Experimental setup

Two groups of experiments were conducted to compare HMDM and WAS.

5.2.1. Comparisons on a standard attribute set
For specific data D, a DM method I and a range of I’s parameters P, HMDM constructs multiple models with I by changing

the parameters and attributes in the prescribed manner (Section 3.3) to find credible relations and models in D that bear
meaning in real life. A majority-vote ensemble is composed of the resulting set of credible models, which are obtained from
a single iteration of HMDM on D. The ensemble is used as a representative of HMDM’s capabilities.

Similarly, WAS uses I to construct multiple models by changing attributes in a prescribed manner, but with the goal of
finding the attribute subset that will result in the highest quality model constructed from D. In this process, WAS does
not consider whether the constructed models bear meaning in real life, and they often do not. The standard version of
WAS also does not consider parameters P.

HMDM is compared with three versions of WAS: standard version (WAS-S), our modified version (WAS-MOD) and our
modified version that outputs a majority-vote ensemble (WAS-ENS). The WAS-S algorithm begins with an empty set of attri-
butes and adds new attributes as long as the addition of new attributes increases the quality. It is a Weka algorithm imple-
mented as WrapperSubsetEval evaluator. We combined the evaluator with the GreedyStepwise search method, the same
search mechanism used by HMDM in the ATTACH_ATTRIBUTES and DELETE_ATTRIBUTES procedures. Apart from setting I as a DM
method, we use the default values for I’s parameters and for all of the WAS-S algorithm’s other parameters.

Modifications are introduced to provide fair many-to-many comparisons between HMDM and WAS, thus enabling both
algorithms to search through approximately the same sized search space. More specifically, the parameter selection step is
added as an internal step to WAS-MOD. The step invokes INITIAL_DM, which constructs all possible models within P, for each
attribute subset evaluated by WAS-MOD. The quality of the highest quality model is considered. Finally, when WAS returns
the optimal attribute subset, INITIAL_DM is employed. To represent the WAS-MOD’s capabilities, the highest quality model
from the set is considered. To represent the WAS-ENS’s capabilities, all of the constructed models are included in the major-
ity-vote ensemble.

5.2.2. Comparisons on constructed attributes
We repeated the experiments with the standard attribute set, with two modifications. First, the attribute construction

step was employed in HMDM (Step 2—Section 3.3) and, second, automatic attribute construction was employed on a data
set inputted to WAS. In the latter case, for D, new attributes were constructed by executing sum, min and max functions
on pairs of attributes. Only pairs were considered, in order to obtain a manageable attribute set. In total, 5310 new attributes
were added to the HI-EDUclass data set, resulting in the HI-EDUclass-const data set, and 3384 new attributes were added to the
R&Dclass data set, resulting in the R&Dclass-const data set.

The comparisons were made for the following setups: (a) D = HI-EDU, I = J48, P = MNIL: 2–15, REP: on/off; and (b)
D = R&D, I = J48, P = MNIL: 2–15, REP: on/off. WAS used ACC as the measure of quality, which was estimated with a 5-fold
cross-validation (seed 1). The results for 2001 were obtained by applying a 10-fold cross-validation to the 2001 data. The
results for 2010 were obtained by constructing models from the 2001 data and testing them on the 2010 data.

5.3. Results and discussion

5.3.1. Comparisons on a standard attribute set
For the 2001 data, the results of quality-based comparisons between HMDM and WAS show that WAS-MOD outperforms

HMDM for both HI-EDU and R&D data (Table 3). In the case of HI-EDU data, WAS-ENS also outperforms HMDM. In contrast,
when tested on the 2010 data, HMDM outperforms all WAS versions in the case of HI-EDU data, while the results are com-
parable for R&D data for WAS-ENS only. In terms of meaning, WAS constructed partially meaningless trees (similar to those
analyzed and demonstrated in Fig. 8) (See Table 4).



Table 3
Quality-based comparisons between WAS and HMDM on a standard attribute set for 2001 and 2010.The highest-quality result is marked in bold.

Data set HI-EDUclass R&Dclass

Year 2001 2010 2001 2010

Algorithm ACC Kappa ACC Kappa ACC Kappa ACC Kappa

WAS-S 64.07 0.4102 41.60 0.0814 56.89 0.2674 71.79 0.5297
WAS-MOD 74.85 0.5893 56.80 0.3265 68.26 0.4643 75.64 0.5921
WAS-ENS 75.40 0.5896 56.80 0.3265 61.65 0.3633 76.92 0.6162
HMDM 73.13 0.5682 60.80 0.3813 65.77 0.4209 76.92 0.6262

MIN(R&D personnel by sector of 
employment (FTE) – Government,

GERD per capita (in PPP$))

MIN(R&D personnel by sector of 
employment (FTE) – Government,

GERD per capita (in PPP$))

MIN(R&D personnel –
Female (HC), Applications 
for patents (non-residents))

MIN(R&D personnel by sector of 
employment (FTE) – Higher

education, Researchers per million 
inhabitants (FTE))

SUM(Researchers per million inhabitants 
(FTE), Researchers by sector of 

employment (FTE) – Private non-profit)

> 200<= 200

> 2760<= 2760

middle (7.11/3.69) high (22.47/9.23)

> 11.7<= 11.7

> 144<= 144

low (6.25/3.79) middle (42.35/12.25)

> 86<= 86

middle (6.89/2.66)

> 1<= 1

low (24.01/7.61) middle (2.91/1.39)

Source of funds for R&D –
Higher education (%)

MAX(Gross enrolment ratio. ISCED
5 and 6. Total, Public expenditure 

on education as % of GNI)

MAX(Gross enrolment ratio. ISCED
5 and 6. Total, Public expenditure on 

education as % of GNI)

MIN(Gross enrolment ratio. ISCED 5
and 6. Female, Percentage of female 

students. Tertiary ISCED 5B)

> 5.26<= 5.26

> 43.31<= 43.31

> 60.32<= 60.32

middle (4.1/0.07)

>3.54<= 3.54

> 15.39<= 15.39

low (20.64/6.01) middle (29.33/2.81)

low (31.51/1.94)

middle (3.33/0.28) high (26.19/1.87)

MAX(Percentage of tertiary 
graduates in health and welfare,

Percentage of tertiary graduates in 
unspecific programs)

> 7<= 7

MAX(Outbound mobility ratio (%),
Gross outbound enrolment ratio)

> 13.79<= 13.79

middle (46.51/9.45) high (5.4/1.97)

MIN(Gross enrolment ratio. ISCED 5
and 6. Female, Percentage of female 

students. Tertiary ISCED 5B)

MAX(Percentage of tertiary 
graduates in health and welfare,

Percentage of tertiary graduates in 
unspecific programs)

(a)

(b)

Fig. 8. Two decision trees constructed by WAS-MOD on (a) the R&Dclass-const data set and (b) the HI-EDUclass-const data set.
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Table 4
Attribute sets and algorithm parameters used to construct the models in Table 3.

Data set HI-EDUclass R&Dclass

Algorithm Attributes Parameters Attributes Parameters

WAS-S (1) GER – Male; (2) Percentage of female students.
Total tertiary; (3) Female tertiary graduates as
percentage of all graduates in humanities and arts

Default (1) Researchers per million inhabitants (HC);
(2) GERD per capita (in PPP$); (3) Source of
funds for R&D - Government (%); (4) Source
of funds for R&D - Funds from abroad (%)

Default

WAS-MOD (1) GER – Male; (2) GOER; (3) Tertiary students per
100,000 inhabitants

MNIL 15 (1) R&D personnel - Female (HC); (2) Total
other supporting staff (HC); (3) Applications
for patents (non-residents); (4) GERD per
capita (in PPP$)

MNIL 15

WAS-ENS The same as WAS-MOD. MNIL: 2–15
REP: on/off

The same as WAS-MOD. MNIL: 2–15
REP: on/off

HMDM (1) (1) GER – Total; (2) GOER MNIL 11 GERD per capita (in PPP$) MNIL 2
HMDM (2) (1) Outbound mobility ratio (%); (2) Tertiary

students per 100,000 inhabitants
MNIL 14 (1) GERD per capita (in PPP$); (2)

Applications for patents (non-residents)
MNIL 13

HMDM (3) (1) Tertiary students per 100,000 inhabitants; (2)
PE-GNI

MNIL 15 (1) GERD as % of GDP; (2) Applications for
patents (non-residents)

MNIL 13 REP

HMDM (4) (1) Tertiary students per 100,000 inhabitants; (2)
Public expenditure on education as a % of GDP

MNIL 15 (1) GERD as % of GDP; (2) Researchers per
million inhabitants (HC)

MNIL 14

HMDM (5) (1) GER – Total; (2) PE-GNI MNIL 11
HMDM (6) (1) GER – Total; (2) CE-GNI MNIL 9
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5.3.2. Comparisons on constructed attributes
When new attributes were constructed, the quality generally increased for the 2001 data and decreased for the 2010 data

for both WAS and HMDM with regard to HI-EDU and increased for both years with regard to R&D (Tables 3 and 5). On the
constructed 2001 data (Table 5), WAS-MOD outperformed HMDM in terms of quality. WAS-ENS also outperformed HMDM
for HI-EDU 2001 data. In contrast, HMDM outperformed all versions of WAS on the 2010 constructed data. Together, the
results in Tables 3 and 5 indicate that HMDM performs equally well or better than WAS when learned on 2001 and tested
on 2010 data. The 2010 results indicate that HMDM generalized better than WAS, which over-fitted to data in 2001.

When the models constructed by the three versions of WAS (Table 6) were examined for meaning, different types of
meaningless relations were detected, including misleading relations and relations not interpretable in the context of the
analysis.

For example, a misleading relation appeared in the left-under-top node in the tree in Fig. 8a, which was constructed by
WAS-MOD. Examining several variations of this tree with HMDM reveals that the relation including the constructed attri-
bute MIN (R&D personnel by sector of employment (FTE) – Government (R&D-PERS-GOV)), GERD per capita (in PPP$) is mis-
leading because the splitting points for that relation in Fig. 8a are practically the same as those for the relations that only
include the standard attribute GERD per capita (in PPP$) in the alternative trees. Indeed, the MIN of the two attributes for
all (except the two) instances in the data set is the value of the GERD attribute. In addition, in most of the trees produced
during the HMDM session, R&D-PERS-GOV proved irrelevant and rarely had a positive influence on a country’s welfare.
WAS, on the contrary, found R&D-PERS-GOV to have a positive effect twice in the tree in Fig. 8a.

An example of a relation that is not interpretable in the context of the analysis appeared twice in Fig. 8b (bottom of the
tree). This relation includes the constructed attribute MAX (Percentage of tertiary graduates in health and welfare, Percent-
age of tertiary graduates in unspecific programs). If the goal of the analysis is to determine which segments of the higher
education sector influence economic welfare, this relation would state that if the country increases the share of tertiary grad-
uates in health and welfare or unspecified programs, a country’s welfare will increase as well. Using HMDM, such relations
are examined and clarified through the construction of additional attributes and models.

In summary, HMDM outperformed WAS when testing the models constructed from the 2001 data on the 2010 data, indi-
cating that credible relations and models provide well-generalized domain descriptions. While, on the same year, WAS does
better identify models of improved quality than HMDM, it is susceptible to the problems mentioned in the introduction due
Table 5
Quality-based comparisons between WAS and HMDM on constructed attributes for the years 2001 and 2010. The highest-quality result is marked in bold.

Data set HI-EDUclass-const R&Dclass-const

Year 2001 2010 2001 2010

Algorithm ACC Kappa ACC Kappa ACC Kappa ACC Kappa

WAS-S 68.86 0.5002 37.60 �0.0146 65.87 0.4223 42.31 0.0389
WAS-MOD 82.63 0.7144 45.60 0.0582 71.26 0.5065 71.79 0.5111
WAS-ENS 79.71 0.6715 46.40 0.1005 65.18 0.3942 66.67 0.4230
HMDM 74.93 0.5942 52.00 0.2076 68.13 0.4547 83.33 0.7209



Table 6
Attribute sets and algorithm parameters used to construct the models in Table 5.

Data set HI-EDUclass-const(WAS); HI-EDUclass-mod(HMDM) R&Dclass-const(WAS); R&Dclass-mod(HMDM)

Algorithm Attributes Parameters Attributes Parameters

WAS-S (1) MAX (GER – Total, PE-GNI); (2) MAX (GER –
Total, CE-GNI); (3) SUM (GER – Male, Outbound
mobility ratio (%)); (4) SUM (Distribution of
students (%). ISCED Level 5B, CE-GNI); (5) SUM
(Percentage of tertiary graduates in services,
Educational expenditure by nature of spending
as a % of total educational expenditure on public
institutions. Tertiary. Total current
expenditure)

Default (1) MIN (Researchers per million inhabitants
(FTE), Researchers per million inhabitants
(HC)); (2) MIN (Grants of patents (residents),
Source of funds for R&D – Higher education
(%)); (3) SUM (GERD per capita (in PPP$), Source
of funds for R&D – Not distributed funds (%))

Default

WAS-MOD (1) MIN (GER – Total, Percentage of female
graduates in tertiary education); (2) MAX (GER
– Total, PE-GNI); (3) MIN (GER – Female,
Percentage of female students. Tertiary ISCED
5B); (4) MAX (Outbound mobility ratio (%),
GOER); (5) MAX (Percentage of tertiary
graduates in health and welfare, Percentage of
tertiary graduates in unspecified programs)

MNIL 3 (1) Source of funds for R&D – Higher education
(%); (2) MIN (R&D personnel – Female (HC),
Applications for patents (non-residents)); (3)
MIN (R&D personnel by sector of employment
(FTE) – Government, GERD per capita (in
PPP$)); (4) MIN (R&D personnel by sector of
employment (FTE) – Higher education,
Researchers per million inhabitants (FTE)); (5)
SUM (Researchers per million inhabitants (FTE),
Researchers by sector of employment (FTE) –
Private non-profit)

MNIL 2; REP

WAS-ENS The same as WAS-MOD. MNIL: 2–15,
REP: on/off

The same as WAS-MOD. MNIL: 2–15,
REP: on/off

HMDM (1) (1) GER – Total + GOER; (2) GOER; (3) GER –
Total + PE-GNI

MNIL 13 (1) GERD per capita (in PPP$); (2) Applications
for patents (non-residents) (%); (3) Grants of
patents per million inhabitants

MNIL 10

HMDM (2) (1) GER – Total + GOER; (2) GOER; (3)
Percentage of tertiary graduates in science

MNIL 8 (1) GERD per capita (in PPP$); (2) Applications
for patents (non-residents) (%); (3) Applications
for patents (non-residents)

MNIL 10

HMDM (3) (1) GER – Total + GOER; (2) GOER; (3) Inbound
mobility rate

MNIL 8 (1) GERD per capita (in PPP$); (2) Applications
for patents per million inhabitants

MNIL 13

HMDM (4) (1) GER – Total + GOER; (2) GOER; (3) GER –
Total

MNIL 12 (1) GERD as % of GNI; (2) Applications for
patents per million inhabitants

MNIL 9

HMDM (5) (1) GER – Total; (2) GOER MNIL 11 (1) GERD as % of GNI; (2) Researchers per
million inhabitants (HC)

MNIL 7

HMDM (6) (1) GOER; (2) GER – Total + CE-GNI MNIL 11 REP (1) GERD as % of GNI; (2) Researchers per
million inhabitants (FTE)

MNIL 8

HMDM (7) (1) GER – Total; (2) GOER; (3) GER – Total + PE-
GNI

MNIL 12 REP (1) GERD as % of GDP; (2) Applications for
patents per million inhabitants

MNIL 11

HMDM (8) (1) Outbound mobility ratio (%); (2) Tertiary
students per 100,000 inhabitants; (3) PE-GNI

MNIL 11 (1) GERD per capita (in PPP$); (2) Grants of
patents per million inhabitants

MNIL 11

HMDM (9) (1) GER – Total + GOER; (2) PE-GNI MNIL 5
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to its reliance on objective criterion only and not on incorporating human knowledge and understanding. However, WAS can
be an important addition to the HMDM process, since it constructs models differently from other DM methods. In practical
terms, the use of WAS is recommended, as is the use of other methods that contribute alternative viewpoints.
5.3.3. Discussion on complexity
Since the ‘‘common sense and informal domain knowledge’’ part of the meaning criterion cannot be formalized, the

human must be included in the DM loop when searching for credible relations and models. A side effect of introducing
the human input into HMDM is a reduction in the complexity of HMDM’s computer part.

This reduction may be achieved in the attribute construction and domain searching steps (Steps 2 and 6 in Section 3.3). In
HMDM, the human constructs interesting new attributes by combining one or several existing attributes. For example, the
human constructed the attribute ‘‘Sector employing the most R&D personnel’’ by computing the maximum value among the
four attributes representing the distribution of personnel over the four sectors. The relations containing the attribute were
interpretable in the context of the analysis and were proven to be the second level of credibility relations (Section 4.4). While

the human constructed and tested a single interesting attribute, without the human input n
4

� �
new attributes would have

to be constructed and tested in order to determine whether the ‘‘sector’’ relation was credible (assuming that only combi-
nations of the four attributes were interesting). In the case of the R&D and HI-EDU data, this means that 194,580 and 487,635
new attributes would have to be constructed and tested, respectively.

In the domain searching step, the worst-case complexity of automatic DELETE_ATTRIBUTES and ATTACH_ATTRIBUTES procedures is
n! In practice, the complexity of the DELETE_ATTRIBUTES procedure is controlled by deleting only the attributes that appear in
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models and by the greedy nature of the procedure. Similarly, the human uses the ATTACH_ATTRIBUTES procedure with the goal of
reexamining the credibility of the relations that emerge in the delete attributes step, which reduces the number of attributes
n. The domain expert focuses on specific relations, thus requiring the construction of fewer models to test the hypotheses.

The time complexity of the complete interactive process was assessed on 20 data sets describing web genres [65], each of
which was composed of 1539 examples and 500 attributes. In this study, the novice needed two or three working days per
data set to extract credible relations and models. The exceptions comprised five data sets, for which the first cycle of analysis
showed that the selected attributes could not represent the genre.

5.3.4. Discussion on subjectivity
HMDM is a systematic method, but it is also subjective because it involves an interplay between computer-supported DM

methods and human judgment. For this reason, the results of using the method are subjective and may differ between users.
Moreover, different users can apply different strategies for using the method. In our experience, the first level of credibility
relations and models could be found equally easy by both novices and experts. The differences typically appeared in relations
of the second and third levels of credibility. In our experiments, the first level of credibility relations were always supported
by strong evidence that could not be overlooked. The second and the third level of credibility relations sometimes differed
between users, but the differences were not major. However, a novice HMDM user might introduce two types of mistakes
due to subjectivity. First, he/she might not notice a potential candidate and stop the search too soon. Second, he/she might
prefer a quantitatively worse hypothesis over a better one, in which case he/she would have to ignore non-confirming evi-
dence. In summary, subjectivity can change the order of the relations, but only to a limited degree, since the relations are
grouped into three categories.

5.4. User study

With the help of a user study, we aimed to determine: (Q1) whether humans recognize the less-credible relations in a
single decision-tree model constructed by an automatic method and (Q2) whether they accept credible trees as better than
automatically constructed trees.

We extracted a set of trees from the experiment in the R&D domain (Section 4.4) and organized them in the form of a
paper-based questionnaire. In total, there were 22 participants in the study, all of whom had prior knowledge of the decision
trees.

The experiment was conducted one participant at a time, with a facilitator interacting with each participant. Since the
participants were not domain experts and, thus, were not familiar with all the attributes, the facilitator helped by answering
technical questions. The facilitator, however, did not influence the participant’s choices or indicate which method was used
to construct the presented trees. The participants were encouraged to express any comments they had regarding the task.
The experiment was performed, page-by-page, in one pass, with no moving backward or looking forward in the process.
The data set, the questionnaire and the table with all the answers are available at http://dis.ijs.si/Vedrana/user-study.htm.

The questionnaire is composed of two parts. Altogether, it comprises four trees: one presented in Fig. 2 and three in
Fig. 9a–c. Similar to the trees in Fig. 9, the tree in Fig. 2 had additional information attached regarding its quality: ACC
64.67%; CCPE 0.4113; Kappa 0.4047; CPX 11. The first part of the questionnaire corresponds to Q1 and Fig. 2, and this
was followed by questions intended to determine whether the participants found the presented tree reasonable. We used
the term ‘‘reasonable’’ without any additional explanation to observe the criteria on which the participants based their
decisions.

The first part of the questionnaire contains four questions with yes/no answers: (1) Does the tree sound reasonable or
not? (2) Is the attribute in the root node (that the most important factor for the welfare of a country is the level of investment
in R&D) reasonable or not? (3) Does the right subtree (starting with ‘‘Sector investing the most in R&D’’) present reasonable
relations or not? (4) Does the left subtree (starting with ‘‘Sector employing the most researchers’’) present reasonable rela-
tions or not?

The answers are presented in Table 7. With respect to Q1, we can see that 55% of participants accepted the automatically
constructed tree and all the relations contained within the tree (four ‘‘yes’’ answers).

The participants sometimes commented that the structure of the tree was strange, for example, due to branches in the
right subtree with no included examples or the presence of a N/A branch that did not bear important information; however,
they considered the tree to be semantically meaningful, which prevailed in the positive decision. A total of 23% of the par-
ticipants correctly stated that ‘‘the level of investment in R&D’’ is important and that the two subtrees were unreasonable
(‘‘yes no no’’ answers to questions 2 through 4). About 18% of the participants correctly stated that ‘‘the level of investment
in R&D’’ is important and marked only one of the two subtrees as unreasonable (‘‘yes yes no’’ or ‘‘yes no yes’’ answers to
questions 2 through 4). Finally, only 4% of the participants marked the tree and all of its relations as unreasonable. Consid-
ering that only 23% of the participants correctly detected credible relations from a single tree, this illustrates the need for
analysis tools such as HMDM to examine relations for credibility.

The second part corresponds to Q2 and reveals three credible trees, which are followed by questions that sought to deter-
mine whether the participants accepted the three credible trees as more credible than the tree constructed by the automatic
method and on which criteria they based their decision. The credible tree in Fig. 9a was denoted as the second tree (since the
first was the tree in Fig. 2), the tree in Fig. 9b as the third, and the tree in Fig. 9c as the fourth. Each tree was supported by the

http://dis.ijs.si/Vedrana/user-study.htm


GERD per capita (PPP$)

GERD per capita (PPP$)

<= 200

high (23.89/7.25)

> 200

GERD as % of GNI

<= 11.7

middle (49.28/15.48)

> 11.7

GERD per capita (PPP$)

<= 0.15

low (20.19/5.67)

> 0.15

low (8.96/2.84)

<= 1.7

middle (9.68/1.95)

> 1.7

ACC 66.47% (+1.8); CCPE 0.5287 (+0.1174);
Kappa 0.4314 (+0.0267); CPX 5 (-6)

GERD per capita (PPP$)

GERD per capita (PPP$)

<= 105.5 > 105.5

<= 19.5

middle (55.14/14.57)

> 19.5

high (47.26/17.85)

low (64.59/32.15)

ACC 63.47% (-1.2); CCPE 0.5685 (+0.1572);
Kappa 0.4023 (-0.0024); CPX 3 (-8)

GERD per capita (PPP$)

GERD per capita (PPP$)

<= 200

high (23.89/7.25)

> 200

Applications for patents
per researcher (HC)

<= 11.7

middle (49.28/15.48)

> 11.7

<= 0.15

low (22.84/6.07)

> 0.15

middle (15.99/6.52)

ACC 66.47% (+1.8); CCPE 0.5175 (+0.1062);
Kappa 0.432 (+0.0273); CPX 4 (-7)

(a)

(c)

(b)

Fig. 9. Three credible trees presented within the questionnaire.

Table 7
The results of the user study.

QUESTIONS

Participants 1 2 3 4 5 6 7

1 yes yes yes yes 2,4 cont. 2,4,1,3
2 no no no no 2,4 cont., CPX 2,3,4,1
3 no yes no no 2,3,4 cont. —
4 no yes no no 4 cont. 4,3,2,1
5 yes yes yes yes 4 C/K 2,3,4,1
6 no yes no no 2 cont. 2,3,4,1
7 yes yes yes yes 2,3,4 CPX 3,2,4,1
8 yes yes yes no 2,4 ACC, cont. 2,4,3,1
9 yes yes yes yes 3,4 cont. 3,2,4,1
10 yes yes yes yes 4 cont. 2,3,4,1
11 yes yes no yes 2,4 cont. 2,3,4,1
12 yes yes yes yes 2,4 cont. 2,3,4,1
13 yes yes yes yes 2 CPX, cont. 2,4,1,3
14 yes yes yes yes 2,4 cont. 2,1,3,4
15 yes yes yes yes 4 cont. 4,2,3,1
16 yes yes yes yes 2 CPX, cont. 3,2,1,4
17 yes yes yes yes 2,4 CPX 2,4,3,1
18 yes yes yes yes 2,4 cont., CPX 4,2,3,1
19 no yes yes no 3 CPX, C/K, cont. 3,4,1,2
20 no yes no yes 2,3 CPX 3,2,1,4
21 yes yes no no 2,4 cont., CPX 3,2,1,4
22 no yes no no 2,3,4 cont., CPX 2,3,4,1

Summary y:15 y:21 y:14 y:14 4:17/22 cont.:18/22 2,3,4,1:7
n:7 n:1 n:8 n:8 2:16/22 CPX:10/22 3,2,1,4:3

3:6/22 C/K:2/22 2,4,3,1:2
;:0/22 ACC:1/22 2,4,1,3:2

3,2,4,1:2; 4,2,3,1:2; 2,1,3,4:1; 3,4,1,2:1; 4,3,2,1:1
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quality measures and the differences in quality from the first tree. Each participant would obtain the same view of the tree by
clicking on the node of the attached attributes graph from which the tree was extracted; however, the participants did not
have access to the whole program—just to one sheet of paper at a time.
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Questions 5 and 6 are connected to question 1, and question 7 is connected to question 2: (5) Which of the additional
three trees sounds more reasonable than the first one? (a multiple choice question; answers: none (;), second, third, fourth);
(6) What is your decision based upon? (a multiple choice question; answers: ACC, complexity (CPX), other measures: CCPE
and/or Kappa (C/K), content of the tree (cont.)); (7) What was the sequence of trees that persuaded you the most that the
GERD attributes are the most important for the welfare of a country? (For example, 2, 3, 1, 4 meant that 2 was the most per-
suasive and 4 the least persuasive.)

With respect to Q2, all the participants stated that at least one of the three additional trees sounded more reasonable
than the first one (question 5), indicating that the participants generally accepted the credible trees as better than the tree
constructed by the automatic method. Approximately 77% of the participants selected the tree in Fig. 9c, 73% selected the
tree in Fig. 9a, and 27% selected the tree in Fig. 9b as more credible than the first tree. The answers to question 5 were
supported by the answers to question 7, in which 64% of the participants ranked all the credible trees higher than the first
tree.

The most-selected criterion for choosing the credible trees as more reasonable than the first tree was the improvement in
the content of a tree (question 6). In total, 82% of the participants stated that their decision was based on the content, and
61% based their decisions solely on the content. Some 45% stated that they preferred less complex trees, while only 14% sta-
ted that any of the quality measures (ACC, CCPE/Kappa) played a part in their decision. The participants frequently stated
that the differences in quality were small, which was the most probable reason for their not selecting quality as the relevant
criterion. However, such behavior is desirable in the case of the HMDM method, since the system pre-selects trees based on
quality, and it is up to the human to make the final decisions based primarily on the content. Additionally, the participants
saw only a couple of best trees of similar estimates—not the huge number of worse and much worse trees. In our experi-
ments, the measures are welcome as a fast-elimination criterion for inferior candidates and, later, as a way of providing addi-
tional information when comparing similar models.

In conclusion, the participants changed their opinions in favor of the credible trees based primarily on the better-
estimated and more-understandable content of these trees, even though they were able to see only the three best trees.
It is assumed that the participants would have been even more convinced had they had additional access to the program
online.

5.5. Comparisons with the previous work of authors

The work presented in this paper is an extension of the preliminary work published in Vidulin and Gams [64]. Table 8
explains the changes. In addition, there are four new contributions. First, one of the measures applied to the decision trees
is the statistical measure CCPE. This measure was originally designed for classification rules, but we have adjusted it here to
work on decision trees. Second, in contrast to the unfair one-to-many quality-based comparison in [64], the current study
provides an improved many-to-many quality-based comparison. Third, the improved method is evaluated with a user study.
Fourth, an extensive comparison with WAS was performed on data from two years: 2001 and 2010.
6. Conclusions and discussion

In this paper, we present a new method: Human–Machine Data Mining (HMDM). Its primary advantage is based on the
interaction between the two most advanced information mechanisms: the brute force of computers enriched with DM, and
Table 8
Improvements in the present study compared to the preliminary work [64].

Improvement Preliminary work Current work

Refined relation-extraction
scheme

The scheme defines three levels of credibility The scheme defines two additional types of relations:
redundancy and combination. The heuristic function, called
the interaction, is added to provide additional evidence
indicating a relation’s type

Additional quality measures to
facilitate the extraction of
credible relations

Quality-based comparisons are based on a single
measure: ACC for decision and CC for regression
trees

Quality-based comparisons are based on three measures
(ACC, CCPE and Kappa) for decision trees and two measures
(CC and RAA) for regression trees

Refined interactive explanation
structures: deleted and
attached attributes graphs

For each model, the structures include only one
quality assessment and no means for quality-based
comparisons between the models

The structures include three quality assessments. The
models are easily compared by observing the qD measure
and the differences in individual assessments that follow
each measure

Improved capability of the
HMDM algorithm to find
second-level relations

Able to show first-level relations and indicate other
relations

This version explicitly indicates the second-level relations

Enabled automatic
classification from human-
stored credible models

HMDM is able to store the credible models HMDM stores and constructs a majority-vote ensemble of
credible models for automatic classification purposes
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human insight and understanding. The implemented interactive system constructs multiple models and arranges them in
deleted and attached attributes graphs. The human observes the constructed models and, with the help of the relation-
extraction scheme, extracts credible relations and models, which are more meaningful and of higher quality for new data
than the models constructed with automatic DM methods.

The HMDM method is designed to be an interactive rather than an automatic method for two reasons. First, HMDM is
designed to support a human in the domain analysis process by enabling him/her to interactively explore and learn about
the domain of interest. HMDM supports novices, who are exploring a domain for the first time by examining the relations
that emerge and then using common knowledge or studying the literature to explain the obtained relations. HMDM also sup-
ports experts by allowing them to test hypotheses based on previous knowledge about a domain. Second, it is difficult to
formalize a domain knowledge or common sense. Therefore, the HMDM method is designed to combine the best of both
worlds: formal measures of quality and informal knowledge provided by a human.

The application of HMDM was demonstrated on two complex domains in order to answer the question: Which segments
of the higher education and R&D sectors influence the economic welfare of a country? The results of the analysis showed that
the HMDM method is capable of finding important relations in a domain: With HMDM, it was established that, for better
welfare, it is important to increase the level of investment in R&D; in economic literature, this relation is used as a control
relation to examine how successful the proposed method is at detecting important relations in the domain. In addition, with
the help of the HMDM, we also discovered a relation that was not directly discussed in the literature: that a higher ability to
attract foreign students is important for better economic welfare.

The HMDM method was further verified through quality-based comparisons with three versions of WAS. The results indi-
cate that HMDM has better generalization capabilities than WAS: HMDM outperformed WAS on the test data collected for a
year that was different than the one from which the models were constructed. The results showed that credible relations
constructed by HMDM remain valid, even after a nine-year period. Further analysis indicated that differences in generaliza-
tion capabilities emerge mostly due to the appearance of meaningless relations in WAS models, which were manifested, for
example, in the form of: misleading relations and relations not interpretable in the context of analysis. In addition, one of the
benefits of HMDM is that the knowledge that the human gathers during the process itself is as valuable as the knowledge
gained from the results. Note that the human mental model is upgraded during the process without any formal or semantic
limitations.

The final evaluation step included a user study, which showed that all of the 22 participants accepted one or several of the
credible decision trees as better than the automatically constructed trees.

A question remains open regarding whether additional relations would be extracted by different humans performing
HMDM. To verify that the method is stable and that the results do not vary significantly depending on the particular human
performing the HMDM, the data and results have been made available on the Internet (http://dis.ijs.si/Vedrana/economic-
analysis.htm). The HMDM program is available at http://dis.ijs.si/Vedrana/HMDM.htm.

Another debate is open regarding which type of relation was indeed observed: X implies Y or Y implies X. Does more
investment in the R&D sector actually cause countries to progress faster, or is spending more on R&D just a side effect of
developed countries? Although the analyses in this paper do not indicate the type of relation, in our opinion, it is highly unli-
kely that such a strong relation would not be mutual, acting in both directions. However, to evaluate this relation in a quan-
titative way, other methodologies are more appropriate than HMDM.

In general, human ingenuity is critical to the acceptance or rejection of any conclusion supported by statistics or any
other formal method. By observing, not only one model in one DM setup, but thousands of models in the process of cre-
ation, and by providing an interactive tool to verify the hypotheses, thus enabling the human mind to integrate conclu-
sions from thousands of constructed transparent models, we show that the summarized relations indeed emerge as
credible.

As part of future work, five improvements of HMDM seem interesting. First, in this paper, we tested the HMDM in com-
bination with decision and regression trees; however, we assume that HMDM is applicable to other supervised DM methods
that produce models in a human-understandable form. As part of future work, we plan to test HMDM in combination with
other DM methods. Second, the flexible quality criterion for ranking the models within the deleted and attached attributes
graphs could be implemented. Flexible means that the human can attribute different weights to the selected quality mea-
sures and, in this manner, tune the algorithm to give higher ranks to those models he/she considers more credible. Third,
the weights within the quality-based ranking criterion may be learned from the models marked as credible by the human.
In contrast, learning the meaning-based criterion from the credible models is problematic, since it is hard to formalize
domain knowledge and common sense. Fourth, a tool for selecting combinations of attributes that do not make sense to
the human will be added in Step 4 of the method. The human’s choices will be translated into constraints, which will be used
to eliminate the models with uninteresting combinations from further search. Finally, we intend to improve the visualization
of the deleted and attached attributes graphs.
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Ljubljana, Slovenia, 2013.
[46] M. Možina, J. Demšar, M. Kattan, B. Zupan, Nomograms for visualization of naive bayesian classifier, in: Proc. of 8th Eur. Conf. on Principles and Practice

of Knowledge Discovery in Databases, Pisa, IT, 2004, pp. 337–348.
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